Algorithms
Algorithm 1 - Training Phase.
Input: ds (local decision vector). Output: w (weight vector).
TrainingPhase(d;)
initialize wy 5 to classification accuracy of subband s (the percentage of correct decisions made by s over
all the training images)
initialize wq s to emphasize the decisions of the Oth subband
initialize w3 s to positive random entries
for all weight vectors, i =1 to 3 do
normalize w;, initialize counter, cnt =0
compute classification accuracy with w; and store in p;
while ent < maxEpochs do
increment counter, cnt = cnt + 1
for all images, r =1 to R do
set ggec = the image is classified correctly with w;
if gge. is false then
for all subbands, s=0to S —1 do
set ll(ise)c = subband classified correctly
if l((;e)c is true then
Wi s =W (L+€)
else
Wj,s = Wi,s * (1 - 5)
end if
end for
end if
end for
compute classification accuracy with w; and store in p
if pI* > p; then

new best

new
3

set p; = p;'?Y, save w; as w;°*", reset counter, cnt = 0
end if
end while
end for
set w to wﬁ-’”t with the greatest p;

return w

Algorithm 2 - Testing Phase.
Input: ds (local decision vector), w(weight vector). Output: g (global decision vector), ACC' (classification

accuracy).
TestingPhase(d;, w)

s
set g = o 4 ws-ds
set ACC equal to the classification accuracy of g
return g and ACC



