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Abstract
Classifications systems are ubiquitous; despite efforts going into training and

feature selection, misclassifications occur and their effects can be critical. This is
particularly true in classification problems where overlapping classes, small or in-
complete training sets, and unknown classes occur. In this thesis, we mitigate mis-
classifications and their effects by adapting the behavior of the classifier on sam-
ples with high potential for misclassification through the use of robust classification
schemes that combine context and rejection. We thus combine the advantages of
using contextual priors in classification with those of classification with rejection. In
classification with rejection, we are able to improve classification performance at the
expense of not classifying the entire data set.

We thus add the following tools to the robust classification toolbox: 1) we de-
rive performance measures for evaluating of classifiers with rejection; 2) we create
a family of convex algorithms, SegSALSA, to classify with context; 3) we design
architectures for robust classification with context and rejection that encompass in-
teractions between context and rejection. We validate our approach on two different
real-world data sets: histopathological and hyperspectral images.
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committee, Prof. José Moura, Prof. Aswin Sankaranarayanan, and Prof. Mário
Figueiredo, for their helpful suggestions throughout the proposal.

I would like to thank the members of the doctoral committee, Prof. Jelena
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Chapter 1

Introduction

Machine learning and pattern recognition play an increasing role in the modern world. As classi-
fication techniques are applied to a large variety of applications, a significant amount of resources
is currently invested into problem specific areas, namely in feature design, feature selection, clas-
sifier design, construction of representative training sets. However, in a large family of classifi-
cation problems, the performance of the classification is limited by the inherent characteristics
of the problem, such as nonrepresentative training sets, nonseparable classes, or even unknown
classes. To address the limit on the performance imposed by these characteristics of the problem,
we approach the classification problem in a robust way: through the adaptation of the behavior
of the classifiers where failure is expected.

To achieve a robust approach to the classification problem, we combine two techniques: clas-
sification with context, and classification with rejection. These approaches are based on two
central ideas, the exploitation and exploration of structure in the data, through the use of clas-
sification with context, and a willingness to improve classification performance at the expense
of not classifying the entire data. Based on these two central ideas, we are able to construct
classification systems that adapt their behavior when errors are expected. A robust classifier with
context and rejection is able to decide, when misclassifications are expected, whether to explore
the use of context to solve the classifications, or avoid the classification of a group of samples.

In this thesis, we approach the task of robust image classification through the simultaneous
use of context and rejection. We consider and explore three significant challenges:

1. Creation of a framework for computation of classification with context that is flexible
enough to include a large variety of concepts of context while associating pixelwise levels
of confidence to the context;

2. Derivation of performance measures for the evaluation of classification with rejection;

3. Design of architectures for robust classification with context and rejection that encompass
different possible interactions between context and rejection.

1.1 Well-posed and ill-posed classification problems
In this work, we focus on a family of classification problems where at least one of the following
characteristics is present:
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Figure 1.1: Example of well-posed classification (top) vs. ill-posed classification problem (bot-
tom).
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• Distinct samples with similar feature values exist in different classes;
• Training sets are highly overlapped (little to no separability) or incomplete;
• Samples can belong to unknown classes.

We name this family of problems ill-posed classification problems. Conversely, if neither of
these characteristics are present in a classification problem, we name it a well-posed classification
problem.

Fig. 1.1 shows a toy example of a well-posed and an ill-posed classification problem. Whereas
the introduction of additive white Gaussian noise to the image does not transform the classifica-
tion problem into an ill-posed classification problem, as the classifier is still able to discriminate
between the different colors, by fading the distinction between red and green, the problem be-
comes ill-posed. As the distinction between red and green fades, classes that were distinguish-
able and well separated become indistinguishable. This toy example illustrates the hardness of
ill-posed classification problems. As the classes become overlapped, even by increasing the size
of the training set, the performance of the classifier stagnates, as it is unable to discriminate the
overlapped classes.

Owing to their inability to deal with uncertainty, as classifiers are constrained by the infor-
mation that they can generalize, general classification systems under-perform in ill-posed classi-
fication problems. This means that ill-posed classification problems have to be approached from
different angles. If structure can be explored and exploited from the data to provide contex-
tual cues to classification, we are able to apply context to the classification. On the other hand,
if we are able to accept an improvement of the performance of the classifiers by allowing the
classifier to abstain in situations where it is expected to fail, we are able to apply rejection to
the classification. We thus approach the problem of ill-posed classification by combining both
classification with context and classification with rejection into a robust classification framework
where we have simultaneously the aid of contextual cues for the classification and we are able to
selectively abstain when misclassifications are expected.

1.2 Contributions
The core contribution of this thesis is the design of a framework for robust classification built
on two pillars: classification with context and classification with rejection. To this extend, we
provide contributions to the area of classification with context through the development of the
SegSALSA family of algorithms for classification with context. In addition, contributions to-
wards classification with rejection are made through the creation of performance measures for
the evaluation and comparison of the performance of classifiers with rejection.

1.2.1 Classification with context

To avoid the discrete nature associated with the context-related optimization algorithms and
their inherent combinatorial characteristics, the SegSALSA family of algorithms was developed.
Based on the idea of a continuous hidden field driving a discrete labeling and on a marginal-
ization across the discrete labels, we are able to approach the problem of context as a convex
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problem. Furthermore, the use of a continuous hidden field, allows for flexible use of priors.
Based on this flexibility, in this thesis we present three members of the SegSALSA family of
algorithms
• SegSALSA-VTV [1,2] — using a Vectorial Total Variation (VTV) prior based regulariza-

tion;
• SegSALSA-STR [3] — using a form of Structure Tensor Regularization (STR) prior based

on patch-based Schatten norm minimization;
• SegSALSA-GTV [4] — using a form of Graph-based Total Variation (GTV) prior on a

graph derived from the data structure.

1.2.2 Classification with rejection

To evaluate and compare the performance of classifiers with rejection, we present a set of prop-
erties that performance measures should hold based on concepts of outperformance that hold
for a family of reasonable loss-functions, and derive three performance measures that hold such
properties [5]:
• Nonrejected accuracy — measures the performance of the classifier on the subset of sam-

ples that are not rejected;
• Classification quality — measures the proportion of correct decisions made by correctly

classifying and not rejecting or by rejecting and incorrectly classifying;
• Rejection quality — measures the ability of the rejector to reject misclassified samples.

1.2.3 Robust classification with context and rejection

To integrate classification with context and classification with rejection into a robust classification
framework, we present two algorithms for robust classification, using different architectures for
the interaction between context and rejection, and different approaches to context.
• The first algorithm is focused on the robust classification of histopathology data with non-

representative training sets and unknown classes, based on a graph representation of the
structure of the data [6, 7];

• The second algorithm [8–10] is built onto the SegSALSA family of algorithms and allows
the use of multiple architectures for the combination of context and rejection, and is applied
to hyperspectral image classification.

1.3 Thesis organization

This thesis is divided in four different parts: introduction and required background on classifi-
cation with rejection and classification with context; robust classification with context and rejec-
tion; algorithms for robust classification with context and rejection; and concluding remarks and
further work.
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• Part I introduces of the robust classification problem in Chapter 1, the background into
classification with rejection in Chapter 2, and the background into classification with con-
text in Chapter 3. In Chapter 1, we describe the family of classification problems that mo-
tivates us, ill-posed classification problems, we outline the steps taken towards achieving
improved performance on ill-posed classification problems, and present our contributions.
In Chapter 2, we present the background for classification with rejection, starting with
an overview of classification with rejection, and illustrate different possible architectures
for incorporating rejection onto classification, showing the difficulties associated with the
performance evaluation of classification with rejection. In Chapter 3, we provide a brief
overview of the use of context in classification, under a Bayesian point of view, explore
the use of spatial (local) context in classification, and describe the limitations associated
with classification with context resulting from the combinatorial nature of the application
of context.

• Part II proposes performance measures for the evaluation of classification systems with
rejection in Chapter 4, presents a convex method for the computation of classification with
context that sidesteps from the often discrete nature of classification with context in Chap-
ter 5, and introduces multiple architectures for robust classification with context and rejec-
tion in Chapter 6. In Chapter 4, we propose a set of properties that a performance measure
for classification with rejection should satisfy, and present three measures that allow the
quantification of the performance of a classifier with rejection (nonrejected accuracy, clas-
sification quality, and rejection quality). In Chapter 5, we propose a family of algorithms
(SegSALSA) for classification with context that sidestep from the discrete nature of the op-
timization problems associated with classification with context, with multiple contextual
priors, and illustrate the characteristics of the algorithm on classification with context of
different image classification problems. In Chapter 6, we present the general architecture
for robust classification with context and rejection, analyze two different instantiations of
the architecture through different interactions between context and rejection, and discuss
their strengths and weaknesses.

• Part III presents different algorithms for robust classification with context and rejection. In
Chapter 7 we present an algorithm for robust classification of histopathology images, with
context and rejection. The algorithm takes into account the biological connection between
multiple types of tissues, through the concept of super classes, and compute jointly the
context and rejection on a graph that represents the multiscale structure of the histopathol-
ogy image. In Chapter 8 we present a family of algorithms for robust classification with
context and rejection, based on the use of SegSALSA for context, with the possibility of
joint context and rejection or sequential context and rejection (first context, then rejection),
and apply these algorithms to the robust classification of hyperspectral images.

• Part IV closes the thesis with some concluding remarks and indications of further work in
the area of robust classification with context and rejection.
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Chapter 2

Classification with rejection

classifier classification classification 
with rejection 

rejection 

rejection 

classifier 
classification classification 

with rejection 

Figure 2.1: Classification with rejection: well-posed companion problem (top) and ill-posed
companion problem (bottom). Rejected samples are shown in white.

Classification with rejection is an interesting option in real world applications of machine
learning and pattern recognition, when it is possible to improve the performance of classification
at the expense of abstaining in difficult classifications where the classifier is more likely to fail.
The core idea behind the use classification with rejection is that, through the adaptation of the
behavior of the classifier to take in account the confidence associated with each classification,
foreseeable errors in the classification can be avoided if some samples are rejected instead of
classified, as seen in Fig. 2.1.

In many real world applications of machine learning, we are dealing with problems that are
close to ill-posed classification problems. Some classes can be underrepresented in the training
data, their features vectors can be overlapped, the training set available can be unbalanced, or we
may have unknown classes. In a variety of problems, it is possible to decide not to classify the
entire data and thus achieve performance improvements at the expense of the selective classifi-
cation through the use of classification with rejection: from automated medical diagnosis [6,11],
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to landcover classification [8,9,12], biometrics [13], to image retrieval [14] and scene classifica-
tion [15, 16]. A classifier with rejection can also cope with unknown information, reducing the
threat posed by the existence of samples belonging to unknown classes or mislabeled training
samples that could harm the performance of the classifier.

The concept of classification with rejection is built upon two simple mechanisms:
• Classification confidence — an implicit ordering of the samples according to their potential

to be rejected;
• Rejected amount — a threshold that is able to control the amount of samples that are

rejected.
These two mechanisms are the keystones for any form of classification with rejection. Even
though the concept of classification confidence can be hidden in the classification process, to
achieve classification with rejection, it must be possible to compare classified samples according
to their expected potential to be misclassified.

2.1 Overview of classification with rejection

  

data

rejectionno rejection

incorrectcorrect

classifier

correct

rejector

rejectedclassified

classification
with rejection

Figure 2.2: General system for classification with rejection.

The central idea of classification with rejection is to associate to the classification its relia-
bility or confidence. Samples that can be accurately classified with a high degree of confidence
should be classified, whereas samples that cannot be accurately classified with a high degree of
confidence, or samples that will be misclassified with a high degree of confidence, should not be
classified and should be handled exceptionally, as schematized in Fig. 2.2.

2.1.1 Rejection formulation
Classification with rejection was first analyzed in [17,18], where Chow’s rule for optimum error-
reject threshold was presented. In a binary classification setting, Chow’s rule allows for the
determination of a threshold for rejection such that the classification risk is minimized. Let us
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consider a binary (0, 1) classification problem where the ith sample is classified according to the
posterior probabilities

ŷi =

{
0 , if p(ŷi = 0|x) ≥ 1/2,

1 , if p(ŷi = 1|x) > 1/2,
(2.1)

where p(ŷi = K|x) is the posterior probability of the ith sample belonging to the class K given
the feature vector x.

With the knowledge of the posterior probabilities, the optimal Chow’s rule allows for the
determination of a threshold t such that

ŷi =





0 , if p(ŷi = 0|x) ≥ 1− t,
1 , if p(ŷi = 1|x) > 1− t,
reject , otherwise.

(2.2)

The determination of the threshold t is dependent of the existence of a cost function (loss func-
tion). Let WM , WR and WA denote the costs for misclassification, rejection, and accurate clas-
sification, respectively, then Chow’s rule states that the optimal error-rejection tradeoff is given
by

t =
WR −WA

WM −WA

.

It is clear that, when we have t > 1/2 in (2.2), we are in a situation where we have no rejection,
and the problem collapses into a problem of classification without rejection (2.1).

Chow’s rule for optimum error-rejection threshold is based on two assumptions:
• Perfect knowledge of the posterior probabilities;
• Existence of a cost function that specifies the cost of misclassification and the cost of

rejection.
As pointed in [19–21], the assumption of perfect knowledge of the posterior probabilities is not
feasible in the real-world, where posterior probabilities might not be estimated without error. On
the other hand, the design of problem specific cost functions can be unfeasible for each possible
problem of classification with rejection.

As Chow’s rule only provides the optimal error-rejection threshold if the posterior probabil-
ities are exactly known, a combination of multiple class-related thresholds is proposed in [19].
The multiple thresholds are obtained through a parameter selection process that results from the
constrained maximization of an heuristic performance metric: the classification accuracy subject
to upper bounds on the rejection rate (fraction of samples rejected).

In [20, 22], the problem of the design of the rejection rule for binary (0, 1) classification is
approached under a cost minimization of receiver operating characteristic (ROC) curve. This
leads to the minimization of the expected cost incurred by the classifier with rejection, whereas
Chow’s rule leads to a minimization of the error rate for a given rejection rate (proportion of the
data rejected). On a situation where the posterior probabilities have to be estimated, the use of
empirical ROC curves to design the rejection rule can achieve better performance than Chow’s
rule [23].
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2.2 Architectures for classification with rejection

Following the categorization in [24], we will focus on two different architectures for classifica-
tion with rejection:
• Plug-in rejection — rejection as a secondary sequential binary classifier;
• Embedded rejection — rejection as a risk minimization process through the use of hinge-

like loss functions in the classifier.

2.2.1 Plug-in rejection

Combining multiple classifiers

In addition to the seminal work on classification with rejection [18], which is based on the use
of a plug-in rule, we will look into plug-in rules that extend classification with rejection to a
multi-class approach.

In [25], rejection is the result of a threshold on the reliability of a Bayesian combining rule
to aggregate the result of multi-expert systems. More recently, a framework for multilabel clas-
sification with rejection was introduced in [26] with a combination of multiple class-specific
contingency tables that result from class-specific rejection thresholds.

In [21, 27], rejection is brought onto a multi-class setting through the combination of multi-
ple single-class classifiers. To mitigate the difficulties associated with a large spread within the
classes, leading to poor results with density-based methods, an heuristic approach is proposed
based on the combination of density-based models with distance-based models. Through a pro-
cess of output normalization of each single-class classifier, a normalization both on samples that
should be rejected (referred as outliers) and on samples that should not be rejected (referred as
targets), a class specific rejection threshold is proposed. This approach is also explored in [28],
where the performance of sequential one-class classifiers is compared to the performance of
multi-class classifiers on ill-defined classification problems.

Parallel

A different route to classification with rejection is taken in [29], where rejection is not the result
of a secondary sequential binary classifier, but the result of a secondary parallel binary classifier.
The central idea of this approach is that the rejection is trained in parallel with the main classifier
to assess the reliability of the main classifier, thus providing a reject option. This results in a
more complex training process.

2.2.2 Embedded rejection: structural risk minimization

The key idea of embedding rejection in a classifier is the minimization of a risk that takes in
account both the misclassification cost and the rejection cost. This idea is present in [30], where
structural risk minimization is achieved by the use of a LASSO-type penalty, through the use of
a surrogate convex hinge loss function.
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A significant trend in classification with rejection has been the incorporation of rejection
in the training stage of Support Vector Machines (SVM). An example is the use of SVM with a
rejection rule inspired on the use of a ROC curve and on the minimization of the misclassification
and rejection costs incurred, proposed in [31]. Another approach is the embedding of the reject
option in the SVM formulation in close association with the separating hyperplane resulting
from the formulation [32, 33]. This results on a noncovex problem which is solved by finding a
surrogate loss function [34]. The statistical properties of the surrogate loss functions, and their
application to classification with rejection, have been extensively studied in [30, 35, 36].

2.3 Existing gaps
Whereas the use of rejection in classification provides significant levels of robustness to auto-
mated classification systems, we consider that there is a significant gap in the evaluation and
comparison of classification systems with rejection.

2.3.1 Performance measures
There is no standard measure for the assessment of the performance of a classifier with rejection.
Accuracy-rejection curves, used in [12, 19, 33, 37, 38], and their variants based on the analysis
of the F1 score, used in [26, 39], albeit popular in practical applications of classification with
rejection have significant drawbacks. Obtaining sufficient points for an accuracy rejection curve
might not be feasible for a classifier with embedded reject option, which requires retraining the
classifier to achieve a different rejection ratio, or for classifiers that combine contextual infor-
mation with rejection, where changes in the amount of rejection require a recomputation of the
context. This means that accuracy-rejection curves and the F1 rejection curves, in the real world,
are not able to describe the behavior of the classifier with rejection in all cases.

In [40], a different approach is taken, a 3D ROC plot of a 2D ROC surface is obtained by
decomposing the false positive rate into false positive rate for outliers belonging to known classes
and false positive rate for outliers belonging to unknown classes, with the volume under the curve
as the performance measure. The use of ROC curves for the analysis of the performance suffers
from the same problems associated with accuracy-rejection curves.

2.4 Concluding remarks
The association of rejections to classifiers provides a significant degree of resilience to the clas-
sification systems. Through a process of selective abstention, predictable misclassifications can
be avoided. This leads to classification systems that can be made impervious to imperfect knowl-
edge.
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Chapter 3

Classification with context

3.1 Introduction

classifier classification classification 
with context 

context 

context 

classifier 
classification classification 

with context 

Figure 3.1: Classification with context: well-posed companion problem (top) and ill-posed
companion problem (bottom).

The use of classification with context is central in image segmentation and image classifi-
cation techniques, where contextual cues aid the classification process, as seen in Fig. 3.1. The
application of context to classification is often performed through the formulation of an energy
minimization problem [41, 42]. We consider as a key formulation for the use of context in clas-
sification the following energy minimization problem

yC ∈ arg min
y∈Ln

Ed(y) + Es(y), (3.1)

where yC denotes a classification with context, Ln is the space of possible labelings, y is a
labeling, Ed is a data term that is associated with the classification (class probabilities), and Es
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is a regularizer that imposes some contextual characteristics on the classification (e.g. through
the promotion of smooth solutions). In Fig. 3.1, we see the difference between the optimization
on the data term alone Ed, resulting in the classification in the middle, and the optimization on
both the data termEd associated with the classification and the regularizerEs associated with the
promotion of contextual characteristics, resulting in the classification with context on the right.

3.2 Overview of classification with context
The central idea of classification with context is to harness the existence of prior information
associated with the problem at hand, and use it as an aid to solve the problem. The use of context
in classification is widespread in image segmentation and image classification tasks. From image
restoration [43] and texture modeling [44], to early vision [45] and stereo matching [46–48]. It
is also widely used for segmentation based tasks, such as interactive segmentation [49, 50] and
photo and video editing [51]. More recently, classification with context has lead to significant
improvements in the performance of classification systems in hyperspectral image classification
tasks, such as the elaboration of thematic maps [52].

3.3 Maximum a posteriori setting
We denote all matrices by bold upper-case letters, and all vectors by bold lower-case letters. Let
x ∈ Rd×n denote a n-pixel d-dimensional feature image, such that xi ∈ Rd is the feature vector
corresponding to the ith pixel. Let S = {1, . . . , n} be the set indexing the image pixels, L =
{1, . . . , K} the set of possible K labels of the image, and y ∈ Ln be a labeling (segmentation)
of the image.

The segmentation problem, in a Bayesian framework, can be approached through the maxi-
mum a posteriori (MAP) segmentation of the image

ŷ ∈ arg max
y∈Ln

p(y|x) = arg max
y∈Ln

p(x|y)p(y), (3.2)

where p(y|x) denotes the posterior probability of the labeling y given the feature image x, p(x|y)
the observation model, and p(y) the prior probability of the labeling.

A usual assumption in low level image segmentation [43] is that of conditional independence
of the features given the labels. We thus have that the observation model can be represented as

p(x|y) =
∏

i∈S

p(xi|yi).

The rewriting of the observation model on each pixel,

p(xi|yi) = p(yi|xi)
p(xi)

p(yi)
,

combined with the conditional independence of the observation model, yields, the following
discriminative class model

p(x|y) =
∏

i∈S

p(yi|xi)
p(xi)

p(yi)
.
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Under assumption of equiprobability of both the features and the class labels, we have thus that

p(x|y) ∝
∏

i∈S

p(yi|xi). (3.3)

This shift from a generative model to a discriminative model is frequently associated with less
complex discriminative models that tend to achieve better performance on smaller training sets
than their generative counterparts [53]. For simplicity of notation, we often represent the class
probabilities on the ith pixel in a vectorized form as

pi = [p(yi = 1|xi), . . . , p(yi = K|xi)] .

Combining the MAP formulation in (3.2) with the pixelwise discriminative models for the
class labels obtained from (3.3), we reformulate the MAP problem as

ŷ ∈ arg max
y∈Ln

(∏

i∈S

p(yi|xi)
)
p(y)

= arg min
y∈Ln

(∑

i∈S

− log(p(yi|xi))
)
− log(p(y)). (3.4)

3.4 Energy minimization
The problem (3.4) can be approached through the use of graphical models, such as Markov Ran-
dom Fields (MRF) [43,54,55] based models. MRF models are usually generative in their nature,
modeling the joint probability of the image features x and of the image labels y. Whereas in
binary problems the prior associated with the MRF is an Ising model (often isotropic), in multil-
abel problems we have a Potts model [56] associated with the prior [55]. Formulating a problem
of classification with context through a MAP estimation with a MRF prior allows the reformu-
lation of the problem as an energy minimization problem [57]. The MRF prior serves as basis
for the Conditional Random Fields (CRF) [41] modeling, where the posterior probability p(y|x)
is modeled directly as a Gibbs field. This formulation is further extended in the Discriminative
Random Fields (DRF) [42, 58], where the assumption of conditional independence, prevalent in
the MRF formulation, is discarded.

The posterior in (3.4) is a particular case of the DRF formulation, where

ŷ ∈ arg min
y∈Ln

Ed(y)︷ ︸︸ ︷(∑

i∈S

− log(p(yi|xi))
) Es(y)︷ ︸︸ ︷
− log(p(y))

= arg min
y∈Ln

Ed(y) + Es(y). (3.5)

In the DRF formulation, Ed corresponds to the association potential and Es to the interaction
potential.
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As shown in [47], the optimization (3.5) is NP-hard except for binary problems with sub-
modular interactions, where it can be mapped into a max-flow problem and an optimal solution
can be found in polynomial time. To mitigate the NP-hardness associated with the computation
of context, either approximated solutions to the problem can be found, or a convex relaxation to
the context approach is applied.

3.5 Approximate solutions to classification with context
Classification with context can be achieved by approaching (3.5) in an approximate way. In this
section, we look into graph-cuts based approaches to solve the problem of classification with
context. The problem of classification with context can also be solved using message passing
algorithms, such as loopy belief propagation (LBP) [45, 59–61], and tree-reweighted message
passing (TRWS) [62, 63]. A more detailed description of approximation methods to solve the
problem of classification with context can be found in [64, 65] and performance comparisons
between message passing methods and graph-cuts based methods can be found in [66–68].

3.5.1 Graph-cuts
The graph-cuts algorithm [47, 51, 69] is one of the most important tools available for including
context in the classification through the use of energy minimization approaches. We will dis-
cuss the two well-known variants of graph-cuts algorithms: expansion move (or α-expansion)
algorithm, and the swap move (or α − β-swap) algorithm, both introduced in [47]. The core
mechanic of both graph-cuts algorithms is based on the sequential computation of global solu-
tions for binary labeling problems. The two algorithms differ in the possible actions on each of
the binary labeling problems (through different definitions of the move-space): local minimum
through the computation of successive global minima allowing only expansion moves on each
label; and local minimum through the computation of successive global minimal allowing only
swap moves on each pair of labels.

Graph-cuts: expansion move

An expansion move is defined, given a subset of pixels with the label α, as a move that expands
the subset of pixels with the label α, as illustrated in Fig 3.2, such that the energy function
is minimized on the binary problem. The expansion move algorithm works by finding a local

{i : yt+1
i = ↵}

{i : yt+1
i 6= ↵}

{i : yt
i = ↵}

{i : yt
i 6= ↵}

Figure 3.2: Graph-cuts, example of an expansion move.

minimum such that no expansion move, for any possible label α ∈ L, results in a labeling with
lower energy.
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The expansion move algorithm requires the smoothness term in (3.1) to be a sum of metric
functions. This means that for the smoothness term

Es(y) ∝
∑

i∈S

∑

j∈Ni

Vi,j(yi,yj),

where Ni denotes the neighboring pixels of the ith pixel, Vi,j is metric, this is

Vi,j(α, β) = 0 ⇐⇒ α = β,

Vi,j(α, β) = Vi,j(β, α),

Vi,j(α, β) ≤ Vi,j(α, γ) + Vi,j(γ, β),

for any α, β, γ ∈ L.

Graph-cuts: swap move

A swap move is defined, given a subset of pixels with the label α and a subset of pixels with the
label β, as a move that swaps pixels between these two subsets, as seen in Fig 3.3, such that the
energy function is minimized in the binary problem. The swap move algorithm works by finding

{i : yt
i = ↵}

{i : yt
i = �} {i : yt+1

i = �}

{i : yt+1
i = ↵}

Figure 3.3: Graph-cuts, example of a swap move.

a local minimum such that no swap move, for any possible pair of labels α ∈ L and β ∈ L,
results in a labeling with lower energy.

The swap move algorithm requires the smoothness term in (3.1) to be a sum of semimetric
functions. This means that for the smoothness term

Es(y) ∝
∑

i∈S

∑

j∈Ni

Vi,j(yi, yj),

where Ni denotes the neighboring pixels of the ith pixel, then Vi,j is semimetric, this is

Vi,j(α, β) = 0 ⇐⇒ α = β,

Vi,j(α, β) = Vi,j(β, α),

for any α, β,∈ L.
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3.6 Convex relaxations
By approaching the problem in a convex relaxation setting, the energy minimization problem
in (3.1) can be transformed into

arg min
u∈[0,1]K×n

Ed(u) + Es(u), (3.6)

subject to: 1Tu = 1,

u ≥ 0

resulting from a convex relaxation of the integer optimization problem associated with a discrete
search space u ∈ {0, 1}K×n into the set [0, 1]K×n. In this formulation, the continuous variable u
is seen as an indicator function, where ui,k = 1 means that the ith image pixel belongs to the kth
class. Both [70] and [71] approach this problem through a dual formulation of a total variation
term associated with Es, differing in the definition of the constraint set of the dual variables.
In [72], a thorough comparison between convex relaxation methods and discrete approximation
methods is available.

The resulting minimizer in (3.6) is then binarized, thus providing a labeling. This binarized
solution can be shown to be within a factor of the optimal solution of the discrete problem
based on the energy difference between the binarized and nonbinarized convex solution [73],
and to have an expected value that is within a factor of 2 of the optimal solution of the discrete
problem [74].

3.7 Existing gaps
Whereas classification with context provides significant performance improvements to image
classification, its formulation as a discrete optimization faces hurdles linked with the underlying
discrete optimization problems and restricts prior selection. In fact, the prior is often selected
because of the existence of efficient optimization methods for that prior.

3.8 Concluding remarks
Algorithms for computing classification with context are the key-stones of any robust classifica-
tion system that combines context with rejection. Both the performance improvements associated
with using rejection, and the computational complexity inherent to the application of context to
classification, lead to a need of fast methods for the computation of context. However, increasing
in the speed of the computation of context comes at the expense of approximating the problem,
either by approximation methods or through the use of convex relaxations. Furthermore, the
existing methods for fast computation of context often restrict the choice of prior information to
the use of Potts-based models.
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Part II

Classification with context and rejection
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To create robust classification systems, we require not only methods to compute classification
with context and classification with rejection, but also a framework to integrate them together.
However, before we integrate classification with rejection and classification with context, there
are gaps that need to be addressed both in classification with rejection and in classification with
context. Here, we identify these gaps and lay the foundations for our contributions towards robust
classification with context and rejection.

Existing gaps

Classification with rejection
Classification systems with rejection are resilient against ill-posed classification problems. By
allowing the classifier to selectively abstain from classification in situations where misclassifica-
tions are expected, better performance can be achieved.

Despite the existence of significant work on classification systems with rejection and on the
design of the rejection systems, the comparison between classification systems is still nontrivial.
Comparing the performance of different classifiers with rejection is often limited by the existence
of well-defined cost functions (which might not be available for every possible classification
problem), and to trivial comparisons when the amount of rejection is the same.

Furthermore, even though classification with rejection provides a significant level of robust-
ness to the classifiers through a process of selective abstention when misclassifications are ex-
pected, there is no framework to integrate the use of contextual cues to help the classification.

Classification with context
Classification systems with context are widely used in image classification and segmentation, as
they allow significant performance improvements in tasks where context plays an important role.
However, approaching the task of classification with context results in an integer optimization
problem which, as discussed in Chapter 3, is often a NP-hard problem and unsolvable in feasible
time.

Problem formulation
In order to design robust classification systems capable of dealing with nonideal classification
situations, as the ill-posed classification problems described in Chapter 1, we need to address
the existing gaps both in classification with rejection and in classification with context. To this
extent, we will focus on the following points:
• Evaluation of performance for classification with rejection in Chapter 4;
• Formulation of classification with context as a convex problem using hidden fields in Chap-

ter 5;
• Design of architectures for combining classification with rejection and classification with

context into robust classification frameworks in Chapter 6.
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Chapter 4

Performance measures

data	

rejected	

not	rejected	

N

R

accurately	
classified	

misclassified	

A

rejected	frac1on	
|R|

|N | + |R|

4

samples is the same; when the number of accurately classified
samples not rejected is the same; and when the number of mis-
classified samples not rejected is the same. This is true for all ⇢,
if we assume that 0  ⇢  1, which is a reasonable assumption
as ⇢ < 0 would lead to a rejection only problem (all samples
rejected), and ⇢ > 1 would lead to a classification only prob-
lem (no samples are rejected). Let C denote a classifier with
an accuracy vector a, and R1 and R2 denote two di↵erent re-
jection mechanisms that partition the sample space in NR1 ,RR1

and NR2 ,RR2 respectively.

Equal number of rejected samples
If both rejectors reject the same number of samples, and if

rejector R1 has a larger number of accurately classified samples
than R2, then R1 outperforms R2.

outperforms��������!

Equal number of nonrejected accurately classified samples
If both rejectors have the same number of accurately classi-

fied samples not rejected, and if rejector R1 rejects more sam-
ples than R2, then R1 outperforms R2.

outperforms��������!

Equal number of nonrejected misclassified samples
If both rejectors have the same number of misclassified sam-

ples not rejected, and if rejector R1 rejects fewer samples than
R2, then R1 outperforms R1.

outperforms��������!

2.3. Desired properties of performance measures

The definition of the rejection problem as the partition of the
accuracy vector a based on two disjoint supports N and R is
general and allows us to define desired characteristics for any
generic performance measure ↵ that evaluates the performance
of classification with rejection.

We start by introducing the rejected fraction r, as the ratio of
rejected samples versus the overall number of samples,

r =
n � k

n
=

|R|
|R| + |N | = . (2)

2.3.1. Property I: Performance measure is a function of the re-
jected fraction

The first desired characteristic of a performance measure ↵,
is for the measure ↵ to be a function of number of rejected sam-
ples,

↵ = ↵(r). (3)

2.3.2. Property II: Performance measure is able to compare
di↵erent rejector mechanisms working at the same re-
jected fraction

For the same classification C, and for two di↵erent rejection
mechanisms R1 and R2, the performance measures ↵(C,R1, r)
for R1 and ↵(C,R2, r) for R2 should be able to compare the re-
jection mechanisms R1 and R2 when rejecting the same fraction:

rejection R1z      }|      {
↵(C,R1, r) >

rejection R2z      }|      {
↵(C,R2, r) () R1 outperforms R2. (4)

2.3.3. Property III: Performance measure is able to compare
di↵erent rejector mechanisms working at di↵erent re-
jected fractions

On the other hand, it is also desired that the performance
measure be able to compare the performance of di↵erent rejec-
tion mechanisms R1 and R2 when they reject di↵erent fractions
r1 and r2,

R1 outperforms R2 =)
rejection R1z       }|       {
↵(C,R1, r1) >

rejection R2z       }|       {
↵(C,R2, r2) . (5)

2.3.4. Property IV: Maximum and minimum values for perfor-
mance measures

Any performance measure should achieve its maximum
when N coincides with A and R with M, corresponding to
simultaneously rejecting all misclassified samples and not re-
jecting any accurately classified samples (aN = 0 and aR = 1
are empty). Similarly, the performance measure should achieve
its minimum when N coincides withM and R with A, corre-
sponding to rejecting all accurately classified samples and not
rejecting any misclassified samples (aN = 1 and aR = 0 are
empty).

3. Performance measures

We are now ready to define the three performance measures.
First, we will show that the nonrejected accuracy, as used exten-
sively in the literature, is a performance measure that satisfies
all our properties. We will then present two other measures that
also satisfy the same properties: classification quality and re-
jection quality.

3.1. Nonrejected accuracy A

The nonrejected accuracy measures the accuracy on the sub-
set of nonrejected samples

A =
kaNk
n � k

=
kaNk
|N | = .

4
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simultaneously rejecting all misclassified samples and not re-
jecting any accurately classified samples (aN = 0 and aR = 1
are empty). Similarly, the performance measure should achieve
its minimum when N coincides withM and R with A, corre-
sponding to rejecting all accurately classified samples and not
rejecting any misclassified samples (aN = 1 and aR = 0 are
empty).

3. Performance measures

We are now ready to define the three performance measures.
First, we will show that the nonrejected accuracy, as used exten-
sively in the literature, is a performance measure that satisfies
all our properties. We will then present two other measures that
also satisfy the same properties: classification quality and re-
jection quality.

3.1. Nonrejected accuracy A

The nonrejected accuracy measures the accuracy on the sub-
set of nonrejected samples

A =
kaNk
n � k

=
kaNk
|N | = .|A|

|A| + |M|

accuracy	

performance	measures	for	
classifica2on		systems	with	rejec2on	

M

M \ N M \ R

A \ N A \ R

classifica2on	with	
	rejec2on	

classifier	

rejector	
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The nonrejected accuracy measures the proportion of samples
that are accurately classified and not rejected compared to the
samples that are not rejected. In a probabilistic interpretation, it
is equivalent to the expected value of the conditional probability
of a sample being accurately classified given that it was not
rejected.

We can represent the nonrejected accuracy as a function of
the rejected fraction,

A =
kaNk
|N | =

kaNk
n(1 � r)

= A(r), (6)

satisfying Property I. Properties II, III, and IV are also satisfied;
the proof is given in the Appendix.

We note that the maximum and minimum values of the non-
rejected accuracy, 1 and 0 respectively, are nonunique. Two
di↵erent rejectors can have a nonrejected accuracy of 1 if the
nonrejected samples are all accurately classified. For example,
if rejector R1 rejects all misclassified samples and does not re-
ject any accurately classified samples, R = M, and rejector R2
rejects all misclassified samples and some accurately classified
samples, R ◆M, both their nonrejected accuracies will be 1.

3.2. Classification quality Q
The classification quality measures the correct decision mak-

ing of the classifier-rejector, assessing both the performance of
the classifier on the set of nonrejected samples and the perfor-
mance of the rejector on the set of misclassified samples. This
equates to measuring the number of accurately classified sam-
ples not rejectedA\N and the number of misclassified samples
rejectedM \ R,

Q =
kaNk + k1 � aRk
|N | + |R| =

kaNk + k1 � aRk
n

= .

In a probabilistic interpretation, this is equivalent to the ex-
pected value of probability of a sample being accurately clas-
sified and not rejected or a sample being misclassified and re-
jected.

To represent the classification quality Q as a function of the
fraction of rejected samples r, we analyze separately the per-
formance of the classifier on the subset of nonrejected samples
and the performance of the rejector on the subset of misclas-
sified samples. The performance of the classifier on the subset
of nonrejected samples is the proportion of accurately classified
samples not rejected to the total number of samples, which can
be easily represented in terms of the nonrejected accuracy as
follows,

kaNk
n
=
kaNk

n(1 � r)
(1 � r) = A(r)(1 � r). (7)

The performance of the rejector on the subset of misclassified
samples is

k1 � aRk
n

=
k1 � ak � k1 � aNk

n
= 1 � A(0) � k1 � aNk

n
=

1 � A(0) � k � kaNk
n

= 1 � A(0) � k
n
+
kaNk

n
=

1 � A(0) � (1 � r) + A(r)(1 � r) = �A(0) + r + A(r)(1 � r).
(8)

By combining (7) and (8), we can represent the classification
quality as

Q(r) = 2A(r)(1 � r) + r � A(0), (9)

satisfying Property I. Properties II, III, and IV are also satisfied;
the proof is given in the Appendix.

We note that both the maximum and the minimum values
of the classification quality, 1 and 0 respectively, are unique.
Q(r) = 1 describes an ideal rejector that does not reject any
of the accurately classified samples and rejects all misclassified
samples, A = N andM = R. Conversely, Q(r) = 0 describes
the worst rejector that rejects all the accurately classified sam-
ples and does not reject any misclassified sample, A = R and
M = N .

We can use the classification as in (9) to compare the propor-
tion of correct decisions between two di↵erent rejectors, for dif-
ferent values of rejected fractions. We note that as Q(0) = A(0),
we can compare the proportion of correct decisions by using
classification with rejection versus the use of no rejection at all.

3.3. Rejection quality �

Finally, we present the rejection quality to evaluate the abil-
ity of the rejector to reject misclassified samples. This is mea-
sured through the ability to concentrate all misclassified sam-
ples onto the rejected portion of samples. The rejection quality
is computed by comparing the proportion of misclassified to ac-
curately classified samples on the set of rejected samples with
the proportion of misclassified to accurately classified samples
on the entire data set,

� =
k1 � aRk
kaRk

�k1 � ak
kak =

�

As the rejection quality is not defined when there are no mis-
classified rejected samples, |aRk = 0, we define � ⌘ 1 if any
sample is rejected |R| > 0, meaning that no accurately classified
sample is rejected and some misclassified samples are rejected,
and � ⌘ 1 if no sample is rejected |R| = 0. To express the rejec-
tion quality as a function of the rejected fraction, we note that,
by (1), we can represent the accuracy on the rejected fraction as
kaR = kak � kaNk, and k1 � ak as n(1 � A(0)). This means that

� =
r � A(0) + A(r)(1 � r)

A(0) � A(r)(1 � r)
A(0)

1 � A(0)
= �(r)

satisfying Property I. Properties II, III, and IV are also satisfied;
the proof is given in the Appendix.

Unlike the nonrejected accuracy and the classification qual-
ity, the rejection quality is unbounded. A value of � greater
than one means that the rejector is e↵ectively decreasing the
concentration of misclassified samples on the subset of nonre-
jected samples, thus increasing the nonrejected accuracy.

The minimum value of � is 0, and its maximum is unbounded
by construction. Any rejector that only rejected misclassified
samples will achieve a � value of1, regardless of not rejecting
some misclassified samples.

rejec1on	quality	
|M \ R|
|A \ R|

� |M|
|A|

P (R|M)/P (A|M)

classifica1on	quality	
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The nonrejected accuracy measures the proportion of samples
that are accurately classified and not rejected compared to the
samples that are not rejected. In a probabilistic interpretation, it
is equivalent to the expected value of the conditional probability
of a sample being accurately classified given that it was not
rejected.

We can represent the nonrejected accuracy as a function of
the rejected fraction,

A =
kaNk
|N | =

kaNk
n(1 � r)

= A(r), (6)

satisfying Property I. Properties II, III, and IV are also satisfied;
the proof is given in the Appendix.

We note that the maximum and minimum values of the non-
rejected accuracy, 1 and 0 respectively, are nonunique. Two
di↵erent rejectors can have a nonrejected accuracy of 1 if the
nonrejected samples are all accurately classified. For example,
if rejector R1 rejects all misclassified samples and does not re-
ject any accurately classified samples, R = M, and rejector R2
rejects all misclassified samples and some accurately classified
samples, R ◆M, both their nonrejected accuracies will be 1.

3.2. Classification quality Q
The classification quality measures the correct decision mak-

ing of the classifier-rejector, assessing both the performance of
the classifier on the set of nonrejected samples and the perfor-
mance of the rejector on the set of misclassified samples. This
equates to measuring the number of accurately classified sam-
ples not rejectedA\N and the number of misclassified samples
rejectedM \ R,

Q =
kaNk + k1 � aRk
|N | + |R| =

kaNk + k1 � aRk
n

= .

In a probabilistic interpretation, this is equivalent to the ex-
pected value of probability of a sample being accurately clas-
sified and not rejected or a sample being misclassified and re-
jected.

To represent the classification quality Q as a function of the
fraction of rejected samples r, we analyze separately the per-
formance of the classifier on the subset of nonrejected samples
and the performance of the rejector on the subset of misclas-
sified samples. The performance of the classifier on the subset
of nonrejected samples is the proportion of accurately classified
samples not rejected to the total number of samples, which can
be easily represented in terms of the nonrejected accuracy as
follows,

kaNk
n
=
kaNk

n(1 � r)
(1 � r) = A(r)(1 � r). (7)

The performance of the rejector on the subset of misclassified
samples is

k1 � aRk
n

=
k1 � ak � k1 � aNk

n
= 1 � A(0) � k1 � aNk

n
=

1 � A(0) � k � kaNk
n

= 1 � A(0) � k
n
+
kaNk

n
=

1 � A(0) � (1 � r) + A(r)(1 � r) = �A(0) + r + A(r)(1 � r).
(8)

By combining (7) and (8), we can represent the classification
quality as

Q(r) = 2A(r)(1 � r) + r � A(0), (9)

satisfying Property I. Properties II, III, and IV are also satisfied;
the proof is given in the Appendix.

We note that both the maximum and the minimum values
of the classification quality, 1 and 0 respectively, are unique.
Q(r) = 1 describes an ideal rejector that does not reject any
of the accurately classified samples and rejects all misclassified
samples, A = N andM = R. Conversely, Q(r) = 0 describes
the worst rejector that rejects all the accurately classified sam-
ples and does not reject any misclassified sample, A = R and
M = N .

We can use the classification as in (9) to compare the propor-
tion of correct decisions between two di↵erent rejectors, for dif-
ferent values of rejected fractions. We note that as Q(0) = A(0),
we can compare the proportion of correct decisions by using
classification with rejection versus the use of no rejection at all.

3.3. Rejection quality �

Finally, we present the rejection quality to evaluate the abil-
ity of the rejector to reject misclassified samples. This is mea-
sured through the ability to concentrate all misclassified sam-
ples onto the rejected portion of samples. The rejection quality
is computed by comparing the proportion of misclassified to ac-
curately classified samples on the set of rejected samples with
the proportion of misclassified to accurately classified samples
on the entire data set,

� =
k1 � aRk
kaRk

�k1 � ak
kak =

�

As the rejection quality is not defined when there are no mis-
classified rejected samples, |aRk = 0, we define � ⌘ 1 if any
sample is rejected |R| > 0, meaning that no accurately classified
sample is rejected and some misclassified samples are rejected,
and � ⌘ 1 if no sample is rejected |R| = 0. To express the rejec-
tion quality as a function of the rejected fraction, we note that,
by (1), we can represent the accuracy on the rejected fraction as
kaR = kak � kaNk, and k1 � ak as n(1 � A(0)). This means that

� =
r � A(0) + A(r)(1 � r)

A(0) � A(r)(1 � r)
A(0)

1 � A(0)
= �(r)

satisfying Property I. Properties II, III, and IV are also satisfied;
the proof is given in the Appendix.

Unlike the nonrejected accuracy and the classification qual-
ity, the rejection quality is unbounded. A value of � greater
than one means that the rejector is e↵ectively decreasing the
concentration of misclassified samples on the subset of nonre-
jected samples, thus increasing the nonrejected accuracy.

The minimum value of � is 0, and its maximum is unbounded
by construction. Any rejector that only rejected misclassified
samples will achieve a � value of1, regardless of not rejecting
some misclassified samples.

|A \ N| + |M \ R|
|N | + |R|

P (A \ N ) + P (M \ R)
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samples is the same; when the number of accurately classified
samples not rejected is the same; and when the number of mis-
classified samples not rejected is the same. This is true for all ⇢,
if we assume that 0  ⇢  1, which is a reasonable assumption
as ⇢ < 0 would lead to a rejection only problem (all samples
rejected), and ⇢ > 1 would lead to a classification only prob-
lem (no samples are rejected). Let C denote a classifier with
an accuracy vector a, and R1 and R2 denote two di↵erent re-
jection mechanisms that partition the sample space in NR1 ,RR1

and NR2 ,RR2 respectively.

Equal number of rejected samples
If both rejectors reject the same number of samples, and if

rejector R1 has a larger number of accurately classified samples
than R2, then R1 outperforms R2.

outperforms��������!

Equal number of nonrejected accurately classified samples
If both rejectors have the same number of accurately classi-

fied samples not rejected, and if rejector R1 rejects more sam-
ples than R2, then R1 outperforms R2.

outperforms��������!

Equal number of nonrejected misclassified samples
If both rejectors have the same number of misclassified sam-

ples not rejected, and if rejector R1 rejects fewer samples than
R2, then R1 outperforms R1.

outperforms��������!

2.3. Desired properties of performance measures

The definition of the rejection problem as the partition of the
accuracy vector a based on two disjoint supports N and R is
general and allows us to define desired characteristics for any
generic performance measure ↵ that evaluates the performance
of classification with rejection.

We start by introducing the rejected fraction r, as the ratio of
rejected samples versus the overall number of samples,

r =
n � k

n
=

|R|
|R| + |N | = . (2)

2.3.1. Property I: Performance measure is a function of the re-
jected fraction

The first desired characteristic of a performance measure ↵,
is for the measure ↵ to be a function of number of rejected sam-
ples,

↵ = ↵(r). (3)

2.3.2. Property II: Performance measure is able to compare
di↵erent rejector mechanisms working at the same re-
jected fraction

For the same classification C, and for two di↵erent rejection
mechanisms R1 and R2, the performance measures ↵(C,R1, r)
for R1 and ↵(C,R2, r) for R2 should be able to compare the re-
jection mechanisms R1 and R2 when rejecting the same fraction:

rejection R1z      }|      {
↵(C,R1, r) >

rejection R2z      }|      {
↵(C,R2, r) () R1 outperforms R2. (4)

2.3.3. Property III: Performance measure is able to compare
di↵erent rejector mechanisms working at di↵erent re-
jected fractions

On the other hand, it is also desired that the performance
measure be able to compare the performance of di↵erent rejec-
tion mechanisms R1 and R2 when they reject di↵erent fractions
r1 and r2,

R1 outperforms R2 =)
rejection R1z       }|       {
↵(C,R1, r1) >

rejection R2z       }|       {
↵(C,R2, r2) . (5)

2.3.4. Property IV: Maximum and minimum values for perfor-
mance measures

Any performance measure should achieve its maximum
when N coincides with A and R with M, corresponding to
simultaneously rejecting all misclassified samples and not re-
jecting any accurately classified samples (aN = 0 and aR = 1
are empty). Similarly, the performance measure should achieve
its minimum when N coincides withM and R with A, corre-
sponding to rejecting all accurately classified samples and not
rejecting any misclassified samples (aN = 1 and aR = 0 are
empty).

3. Performance measures

We are now ready to define the three performance measures.
First, we will show that the nonrejected accuracy, as used exten-
sively in the literature, is a performance measure that satisfies
all our properties. We will then present two other measures that
also satisfy the same properties: classification quality and re-
jection quality.

3.1. Nonrejected accuracy A

The nonrejected accuracy measures the accuracy on the sub-
set of nonrejected samples

A =
kaNk
n � k

=
kaNk
|N | = .

nonrejected	accuracy	
|A \ N|

|N |

P (A|N )probabilis4c	
interpreta4on	

probabilis4c	
interpreta4on	

probabilis4c	
interpreta4on	

Figure 4.1: Graphical overview of performance measures for classification with rejection.
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4.1 Introduction

As seen in Chapter 2, through the use of classification with rejection we are able to equip auto-
matic classification systems with a significant degree of robustness. Unknown classes and high
degrees of class overlap can be exceptionally handled as the classifier can abstain from hard
classifications. However, we have seen that the performance measures currently used, not only
are not standardized, but require many recomputations of classification with rejection at different
rejection rates, which might not be feasible in some applications.

To fill the gap associated with the lack of performance measures for the evaluation of clas-
sification systems with rejection, we propose a set of properties for performance measures for
classifiers with rejection, and a set of three performance measures that satisfy those properties.

Our starting point for the creation of reasonable performance measures is the definition of
properties that such performance measures should hold for the evaluation classification systems
with rejection, and consequently the evaluation of the the performance of the rejectors (or rejec-
tion mechanisms). We consider that the four following properties are necessary and sufficient for
the definition of a performance measure:
• Property I — be a function of the fraction of rejected samples;
• Property II — be able to compare different rejection mechanisms working at the same

fraction of rejected samples;
• Property III — be able to compare rejection mechanisms working at a different fractions

of rejected samples when one rejection mechanism outperforms the other;
• Property IV — be maximum for a rejection mechanism that no other feasible rejection

mechanism outperforms, and minimum for a rejection mechanism that all other feasible
rejection mechanisms outperform.

These properties are based on the concept of outperformance and on the ability to state
whether one rejection mechanism qualitatively outperforms the other. If a cost function exists
that takes in account the cost of rejection and misclassification, the concept of outperformance
is trivial, and this cost function not only satisfies the properties but is also the ideal performance
measures for the problem in hand. However, as stated in Chapter 2, it might not be feasible
to design a cost function for each individual classification problem. Thus, we derive a set of
cases where the concept of outperformance holds for any cost function, provided that the cost of
rejection is never greater than the cost of misclassification.

With the properties and the concept of outperformance in place, the following performance
measures, illustrated in Fig. 4.1, satisfy the above stated properties:
• Nonrejected accuracy measures the ability of the classifier to accurately classify nonre-

jected samples (probability of a sample being accurately classified given that is was not
rejected);

• Classification quality measures the ability of the classifier with rejection to accurately
classify nonrejected samples and to reject misclassified samples (probability of a sample
being correctly classified and not rejected or being misclassified and rejected);

• Rejection quality measures the ability of the classifier with rejection to make errors on
rejected samples only (ratio between probability of a sample being misclassified given that
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was rejected and the probability of a sample being misclassified).
With the three measures in place, we explore the best and worst case scenarios for each mea-

sure, for a given reference classifier with rejection. We denote the proximity of a classifier with
rejection to its best and worst case scenarios, with regard to a reference classifier with rejection,
as relative optimality. This allows us to easily connect performance measures to problem spe-
cific cost functions. For a classifier with rejection that rejects at two different numbers of rejected
samples, the relative optimality defines the families of cost functions on which rejection at one
number rejected samples is better, equal, or worse than rejection at the other number of rejected
samples.

4.1.1 Notation

Following a plug-in approach, as described in Chapter 2, a classifier with rejection can be seen as
a coupling of a classifier C with a rejection system R. The classification maps n d-dimensional
feature vectors x into n labels C : Rd×n → {1, . . . , K}n, such that

ŷ = C(x),

where ŷ denotes a labeling. The rejector R maps the classification (feature vectors x and associ-
ated labels ŷ = C(x)) into a binary rejection vector, R : Rd×n × {1, . . . , K}n → {0, 1}n, such
that

r = R(x, ŷ),

where r denotes the binary rejection vector. We define a classification with rejection ŷR as

ŷRi =

{
ŷi, if ri = 0,

K + 1, if ri = 1,

where ŷi corresponds to the classification of the ith sample, ri corresponds to the binary decision
to reject (ri = 1) or not (ri = 0) the ith sample, and ŷRi = K + 1 denotes rejection of the ith
sample.

By comparing the classification ŷ with its ground truth y, we form a binary n-dimensional
accuracy vector a, such that ai measures whether the ith sample is accurately classified or mis-
classified, respectively ai = 1 and ai = 0. The binary vector a imposes a partition of the set
of samples in two subsets A andM, namely the subset of accurately classified samples and the
subset of misclassified samples. Let c be a confidence vector associated with the classification
ŷ, such that

ci ≥ cj =⇒ ri ≤ rj,
which implies that if sample i is rejected, then all the samples j with smaller confidence cj < ci
are also rejected. We have then the ground truth y, the result of the classification ŷ, and the result
of the classification with rejection ŷR.

Let c ↓ denote the reordering of the confidence vector c in decreasing order. If we keep the k
samples with the highest confidence and reject the rest n− k samples, we obtain two subsets: k
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nonrejected samples and n− k rejected samples, N andR1 respectively. Our goal is to separate
the accuracy vector a into two subvectors (aN and aR), based on the confidence vector c such
that all misclassifications are in the aR subvector, and all accurate classifications are in the aN
subvector. We should note that, since N andR have disjoint supports,

‖a‖0 = ‖aN‖0 + ‖aR‖0, (4.1)

for all N ,R such that N ∩ R = ∅ and N ∪ R = {1, . . . , n}, meaning that the number of
accurately classified samples ‖a‖0 is equal to the sum of the number of accurately classified
samples not rejected ‖aN‖0 with the number of accurately classified samples rejected ‖aR‖0.
As we only work with the norm of binary vectors, we point that ‖a‖0 = ‖a‖1; for simplicity, we
omit the subscript.

(a) (b) (c)

Figure 4.2: Partition of the sample space based on the performance of (a) classification only
(partition space A andM); (b) rejection only (partition space R and N ); and (c) classification
with rejection. Green corresponds to accurately classified samples and orange to misclassified
samples. Gray corresponds to rejected samples and white to nonrejected samples.

With the partitioning of the sample space intoA andM according to the values of the binary
vector a, and the partitioning of the sample space intoN andR, we can thus partition the sample
space as in Fig. 4.2:
• A ∩ N : samples accurately classified and not rejected; the number of such samples is
|A ∩ N| = ‖aN‖

• M∩N : samples misclassified and not rejected; the number of such samples is |M∩N| =
‖1− aN‖

• A∩R: samples accurately classified and rejected; the number of such samples is |A∩R| =
‖aR‖

• M∩R: samples misclassified and rejected; the number of such samples is |M ∩ R| =
‖1− aR‖

4.2 Comparing classifiers with rejection
The comparison of the performance of two rejectors is nontrivial. It depends on the existence
of a problem specific cost function that takes in account the trade-off between misclassification

1We note that R corresponds to a rejector, a function that maps classification into a binary rejection vector,
whereasR denotes a set of samples that are rejected.
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and rejection. If a cost function exists, the performance is linked to the comparison of the cost
function evaluated on each rejector. However, as previously stated, the design of a problem
specific cost function might not be feasible. Let ρ denote the trade-off between rejection and
misclassification, thus defining a family of cost functions where a misclassification has a unitary
cost and a rejection has a cost of ρ. This can be seen as a normalization of the cost function
presented in Chapter 2, where WA is set to 0, WR is set to ρ, and WM is set to 1. This family of
cost functions can be expressed as,

|M ∩N|+ ρ|R| = + ρ .

In a probabilistic interpretation, this cost function corresponds to an extended classification risk
with cost P (M∩N ) + ρP (R).

There are three general cases where it is possible to perform comparisons between the per-
formance of two rejectors for any loss function, independently of ρ:
• When the number of rejected samples is the same;
• When the number of accurately classified samples not rejected is the same;
• When the number of misclassified samples not rejected is the same.

This is true for all values of ρ, if we assume that 0 ≤ ρ ≤ 1, which is a reasonable assumption,
as ρ < 0 would lead to a rejection only problem (all samples rejected), and ρ > 1 would lead to a
classification only problem (no samples are rejected). Let C denote a classifier with an accuracy
vector a, and R1 and R2 denote two different rejection mechanisms that partition the sample
space in NR1 ,RR1 and NR2 ,RR2 respectively.

In the following cases we consider the most general concept of outperformance possible,
when the cost function of R1 is smaller than the cost function of R2 for all values of ρ, such that
0 ≤ ρ ≤ 1.

Equal number of rejected samples

If both rejectors reject the same number of samples, and if rejector R1 has a larger number of
accurately classified samples than R2, then R1 outperforms R2. The rejector R1 outperforms R2

outperforms−−−−−−→

Figure 4.3: R1 outperforms R2 with equal number of rejected samples

when, for the same number of rejected samples

|RR1| = |RR2|,
R1 rejects more misclassified samples than R2 and, as a consequence, R1 rejects less accurately
classified samples than R2,

‖aNR1
‖ > ‖aNR2

‖.
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Equal number of nonrejected accurately classified samples

If both rejectors have the same number of accurately classified samples not rejected, and if rejec-
tor R1 rejects more samples than R2, then R1 outperforms R2. The rejector R1 outperforms R2

outperforms−−−−−−→

Figure 4.4: R1 outperforms R2 with equal number of nonrejected accurately classified samples

when, for the same number of accurately classified samples not rejected

‖aNR1
‖ = ‖aNR2

‖,

the rejector R1 rejects a larger amount of samples than the rejector R2,

|RR1| > |RR2|.

Equal number of nonrejected misclassified samples

If both rejectors have the same number of misclassified samples not rejected, and if rejector R1

rejects fewer samples than R2, then R1 outperforms R1. The rejector R1 outperforms R2 when,

outperforms−−−−−−→

Figure 4.5: R1 outperforms R2 with equal number of nonrejected misclassified samples

for the same number of misclassified samples not rejected

‖1− aNR1
‖ = ‖1− aNR2

‖,

the rejector R1 rejects a smaller amount of samples than the rejector R2,

|RR1| < |RR2|.
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4.3 Desired properties of performance measures
The definition of the rejection problem as the partitioning of the accuracy vector a based on
two disjoint supports N and R is general and allows us to define desired characteristics for any
generic performance measure α that evaluates the performance of classification with rejection.

We start by introducing the rejected fraction r (equivalent to the concept of rejection rate
used in Chapter 2), as the ratio of rejected samples versus the overall number of samples,

r =
n− k
n

=
|R|

|R|+ |N | = . (4.2)

4.3.1 Property I: Performance measure is a function of the rejected frac-
tion

Given a performance measures α it should be a function of the fraction of rejected samples r:

α = α(r). (4.3)

4.3.2 Property II: Performance measure is able to compare different re-
jector mechanisms working at the same rejected fraction

For the same classifierC, and for two different rejection mechanismsR1 andR2, the performance
measures α(C,R1, r) and α(C,R2, r) should be able to compare the rejection mechanisms R1

and R2 when rejecting the same fraction:
rejector R1︷ ︸︸ ︷

α(C,R1, r) >

rejector R2︷ ︸︸ ︷
α(C,R2, r) ⇐⇒ R1 outperforms R2. (4.4)

4.3.3 Property III: Performance measure is able to compare different re-
jector mechanisms working at different rejected fractions

On the other hand, it is also desired that the performance measure be able to compare the perfor-
mance of different rejection mechanisms R1 and R2 when they reject different fractions r1 and
r2:

R1 outperforms R2 =⇒
rejector R1︷ ︸︸ ︷

α(C,R1, r1) >

rejector R2︷ ︸︸ ︷
α(C,R2, r2) . (4.5)

4.3.4 Property IV: Maximum and minimum values for performance mea-
sures

Any performance measure should achieve its maximum when N coincides with A and thus
R withM, corresponding to simultaneously rejecting all misclassified samples and not reject-
ing any accurately classified sample. Similarly, the performance measure should achieve its
minimum when N coincides with M and R with A, corresponding to rejecting all accurately
classified samples and not rejecting any misclassified sample.
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4.4 Performance measures

We are now ready to define the three performance measures. First, we will show that the non-
rejected accuracy, as used extensively in the literature, satisfies all our properties. We will then
present two other measures that also satisfy the same properties: classification quality and rejec-
tion quality.

4.4.1 Nonrejected accuracy

The nonrejected accuracy measures the accuracy on the subset of nonrejected samples

A =
‖aN‖
n− k =

‖aN‖
|N | = .

The nonrejected accuracy measures the proportion of samples that are accurately classified and
not rejected compared to the samples that are not rejected. In a probabilistic interpretation, it is
equivalent to the conditional probability of a sample being accurately classified given that it was
not rejected.

Property I We can represent the nonrejected accuracy as a function of the rejected fraction,

A =
‖aN‖
|N | =

‖aN‖
n(1− r) = A(r), (4.6)

satisfying Property I.

Property II For the same rejected fraction r, we have that if the nonrejected accuracy for R1

is greater than the nonrejected accuracy for R2, then

AR1(r) =
‖aNR1

‖
(1− r)n >

‖aNR2
‖

(1− r)n = AR2(r),

meaning R1 outperforms R2.

Property III If R1 outperforms R2, for different rejected fractions r1 > r2, then ‖aNR1
‖ =

‖aNR2
‖, leading to

AR1(r1) =
‖aNR1

‖
(1− r1)n

=
‖aNR2

‖
(1− r1)n

>
‖aNR2

‖
(1− r2)n

= AR2(r2).
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If R1 outperforms R2, for different rejected fractions r1 < r2, then

‖1− aNR1
‖ = ‖1− aNR2

‖ ⇐⇒
(1− r1)n− ‖aNR1

‖ = (1− r2)n− ‖aNR2
‖ ⇐⇒

(1− AR1(r1)) =
(1− r2)
(1− r1)

−
(1− r2)‖aNR2

‖
(1− r1)(1− r2)

⇐⇒

(1− AR1(r1)) =
(1− r2)
(1− r1)

(1− AR2(r2)) ⇐⇒

1− AR1(r1) < 1− Ar2(r2) ⇐⇒
AR1(r1) > AR2(r2)

Property IV The nonrejected accuracy achieves its maximum, 1, when N = A and R =
M. This maximum is not unique however. Any selection of N such that N ⊂ A achieves
a maximum value of nonrejected accuracy. The minimum of the nonrejected accuracy, 0, is
achieved when N = M and R = A. Any selection of N such that N ⊂ M achieves a
minimum value of nonrejected accuracy.

4.4.2 Classification quality

The classification quality measures the correct decision making of the classifier-rejector, assess-
ing both the performance of the classifier on the set of nonrejected samples and the performance
of the rejector on the set of misclassified samples. This equates to measuring the number of ac-
curately classified samples not rejectedA∩N and the number of misclassified samples rejected
M∩R,

Q =
‖aN‖+ ‖1− aR‖
|N |+ |R| =

‖aN‖+ ‖1− aR‖
n

= .

In a probabilistic interpretation, this is equivalent to the probability of a sample being accurately
classified and not rejected or a sample being misclassified and rejected.

Property I To represent the classification quality Q as a function of the fraction of rejected
samples r, we analyze separately the performance of the classifier on the subset of nonrejected
samples and the performance of the rejector on the subset of misclassified samples. The per-
formance of the classifier on the subset of nonrejected samples is the proportion of accurately
classified samples not rejected to the total number of samples, which can be easily represented
in terms of the nonrejected accuracy as follows,

‖aN‖
n

=
‖aN‖
n(1− r)(1− r) = A(r)(1− r). (4.7)
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The performance of the rejector on the subset of misclassified samples is
‖1− aR‖

n
=
‖1− a‖ − ‖1− aN‖

n
= 1− A(0)− ‖1− aN‖

n
=

1− A(0)− k − ‖aN‖
n

= 1− A(0)− k

n
+
‖aN‖
n

=

1− A(0)− (1− r) + A(r)(1− r) = −A(0) + r + A(r)(1− r). (4.8)

By combining (4.7) and (4.8), we can represent the classification quality as

Q(r) = 2A(r)(1− r) + r − A(0), (4.9)

satisfying Property I.

Property II With representation of the classification quality in (4.9), we can note that, for the
same rejected fraction r, if the classification quality forR1 is higher than the classification quality
for R2, then

QR1(r) > QR2(r) ⇐⇒
2AR1(r)(1− r)− A(0) > 2AR2(r)(1− r)− A(0) ⇐⇒

AR1 > AR1 ⇐⇒ ‖aNR1
‖ > ‖aNR2

‖.

Property III If R1 outperforms R2, for different rejected fractions r1 > r2, then ‖aNR1
‖ =

‖aNR2
‖, and

nQR1(r1) = ‖aNR1
‖+ ‖1− aRR1

‖ = ‖aNR1
‖+ |RR1| − ‖aRR1

‖ =

‖aNR1
‖+ r1n− ‖a‖+ |aNR1

‖ > ‖aNR1
‖+ r2n− ‖a‖+ |aNR1

‖ =

‖aNR2
‖+ r1n− ‖a‖+ |aNR2

‖ = nQR2(r2).

If R1 outperforms R2, for different rejected fractions r1 < r2, then ‖1 − aNR1
‖ = ‖1 − aNR2

‖,
and

nQR1(r1) = ‖aNR1
‖+ ‖1− aRR1

‖ =

‖aNR1
‖+ |RR1 | − ‖aRR1

‖ =

|NR1|+ |RR1| − ‖1− aNR1
‖ − (‖a‖ − ‖aNR1

‖) =

|NR1|+ |RR1| − ‖1− aNR1
‖ − ‖a‖+ |NR1| − ‖1− aNR1

‖ =

n− A(0) + |NR1| − 2‖1− aNR1
‖ > n− A(0) + |NR2| − 2‖1− aNR1

‖ =

n− A(0) + |NR2 | − 2‖1− aNR2
‖ = nQR2(r2).

Property IV The classification quality achieves its unique maximum, 1, if A = N andM =
R, and achieves its unique minimum, 0, if A = R andM = N . These correspond to the best
and worst rejector behaviors possible, respectively.

We can use the classification as in (4.9) to compare the proportion of correct decisions be-
tween two different rejectors, for different values of rejected fractions. We note that as Q(0) =
A(0), we can also compare the proportion of correct decisions by using classification with rejec-
tion versus the use of no rejection at all.
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4.4.3 Rejection quality

Finally, we present the rejection quality to evaluate the ability of the rejector to reject misclassi-
fied samples. This is measured through the ability to concentrate all misclassified samples onto
the rejected portion of samples. The rejection quality is computed by comparing the proportion
of misclassified to accurately classified samples on the set of rejected samples with the proportion
of misclassified to accurately classified samples on the entire data set,

φ =
‖1− aR‖
‖aR‖

/‖1− a‖
‖a‖ =

/
.

As the rejection quality is not defined when there are no misclassified rejected samples, ‖aR‖ =
0, we define φ ≡ ∞ if any sample is rejected |R| > 0, meaning that no accurately classified
sample is rejected and some misclassified samples are rejected, and φ ≡ 1 if no sample is
rejected |R| = 0.

Property I To express the rejection quality as a function of the rejected fraction, we note that,
by (4.1), we can represent the accuracy on the rejected fraction as ‖aR‖ = ‖a‖ − ‖aN‖, and
‖1− a‖ as n(1− A(0)). This means that

φ =
r − A(0) + A(r)(1− r)
A(0)− A(r)(1− r)

A(0)

1− A(0)
= φ(r),

satisfying Property I.

Property II For the same rejected fraction r, we have that if the rejection quality for R1 is
greater than the rejection quality for R2, then

φR1(r) > φR2(r) ⇐⇒
‖1− aRR1

‖
‖aRR1

‖
‖a‖
‖1− a‖ >

‖1− aRR2
‖

‖aRR2
‖

‖a‖
‖1− a‖ ⇐⇒

‖1− aRR1
‖

‖aRR1
‖ >

‖1− aRR2
‖

‖aRR2
‖ ⇐⇒

|RR1| − ‖aRR1
‖

‖aRR1
‖ >

|RR2| − ‖aRR2
‖

‖aRR2
‖ ⇐⇒

|RR1| − ‖aRR1
‖

‖aRR1
‖ >

|RR2| − ‖aRR2
‖

‖aRR2
‖

|RR1|
‖aRR1

‖ − 1 >
|RR2 |
‖aRR2

‖ − 1 ⇐⇒

‖aRR1
‖

|RR1 |
<
‖aRR2

‖
|RR1 |

⇐⇒ ‖a‖ − ‖aNR1
‖ < ‖a‖ − ‖aNR2

‖ ⇐⇒

‖aNR1
‖ > ‖aNR2

‖.

Property III If R1 outperforms R2, for different rejected fractions r1 > r2, then ‖aNR1
‖ =

‖aNR2
‖. As ‖a‖ = ‖aN‖+ ‖aR‖ and r1 > r2, we have ‖aRR1

‖ = ‖aRR2
‖ and |RR1| > |RR2|
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respectively, leading to

φR1(r1) =
‖1− aRR1

‖
‖aRR1

‖
‖a‖
‖1− a‖ =

(
|RR1|
‖aRR1

‖ − 1

)
‖a‖
‖1− a‖ >

(
|RR2|
‖aRR1

‖ − 1

)
‖a‖
‖1− a‖ =

‖1− aRR2
‖

‖aRR2
‖

‖a‖
‖1− a‖ = φR2(r2).

If R1 outperforms R2, for different rejected fractions r1 < r2, i.e. |NR1| > |NR2|, then ‖1 −
aNR1

‖ = ‖1− aNR2
‖. This means that ‖1− aRR1

‖ = ‖1− aRR2
‖ and |R1| < |R2|,

φR1(r1) =
‖1− aRR1

‖
‖aRR1

‖
‖a‖
‖1− a‖ =

‖1− aRR1
‖

|RR1| − ‖1− aRR1
‖
‖a‖
‖1− a‖ >

‖1− aRR1
‖

|RR2| − ‖1− aRR1
‖
‖a‖
‖1− a‖ =

‖1− aRR2
‖

|RR2| − ‖1− aRR2
‖
‖a‖
‖1− a‖ = φR2(r2).

Property IV The rejection quality achieves its maximum, ∞, when N = A and R = M.
This maximum is not unique. Any selection of R such that R ⊂M results in maximum values
of rejection quality. Conversely, the rejection quality achieves its minimum, 0, when R = A
and N = M. This maximum is not unique. Any selection of R such that R ⊂ A results in
minimum values of rejection quality.

4.5 Quantifying performance
With the three performance measures defined, we can now compare the performance of classifiers
with rejection. We illustrate this in Fig. 4.6, where we consider a general classifier with rejection.
In the figure, black circles in the center correspond to a classifier with rejection that rejects 20%
of the samples, with a nonrejected accuracy of 62.5%, a classification quality of 65%, and a
rejection quality of 3.67; we call that black circle a reference operating point.

4.5.1 Reference operating point, operating point, and operating set

A set of performance measures and the associated rejected fraction r correspond to a reference
operating point of the classifier with rejection. Given a reference operating point, we define the
operating set as the set of achievable operating points as a function of the rejected fraction. This
further means that for each operating point of a classifier with rejection there is an associated
operating set.
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Any point in the green region of each of the plots in Fig. 4.6 is an operating point of a
classifier with rejection that outperforms the one at the reference operating point (black circle),
and any operating point in the orange region is an operating point of a classifier with rejection that
is outperformed by the one at the reference operating point (black circle), regardless of the cost
function (assuming that the cost of rejection is never greater than the cost of misclassification). In
white regions, performance depends on the trade-off between rejection and misclassification, and
is thus dependent of the cost function. The borders of the green and orange regions correspond
to the best and worst behaviors possible, respectively, of classifiers with rejection as compared
to the reference operating point. Thus, given the reference operating point, its correspondent
operating set is the union of the white regions including the borders.

(a) Nonrejected accuracy (b) Classification quality (c) Rejection quality

Figure 4.6: Performance measures with outperformance (green) under-performance (orange)
regions for a reference operating point (black circle). Reference classifier rejects 20% of the
samples and achieves a nonrejected accuracy of 62.5%, classification quality of 65%, and a
rejection quality of 3.67. The parameter β, which we term relative optimality, measures the
correctness of rejection; β = 1 corresponds to the best and β = −1 to the worst rejection
behaviors possible, respectively.

4.5.2 Relative optimality
To compare the behavior of a classifier with rejection in the white region to that at the reference
operating point, we measure how close that classifier is to the green and orange region borders,
corresponding to the best and worst behaviors respectively. Let β = 0 denote the curve that
corresponds to the middle point between the best and worst behaviors (black curve in Fig. 4.6),
β = 1 to the best behavior (border with the green region), and β = −1 to the worst behavior
(border with the orange region). We call β relative optimality, as it compares the behavior of a
classifier with rejection relative to a given reference operating point.

Let us consider a reference operating point defined by a nonrejected accuracyA0 at a rejected
fraction r0; we can now compare the performance at an arbitrary operating point (A1, r1) with
that at a reference operating point (A0, r0) by computing the relative optimality

β =

{
2A1(1−r1)−A0(1−r0)

r1−r0 + 1, if r1 > r0,

−2A1(1−r1)−A0(1−r0)
r1−r0 − 1, if r1 < r0.

(4.10)
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4.5.3 Cost function
The relative optimality allows us to compare any two operating points of a classifier with re-
jection taking in account a cost function L which measures the relative cost of rejection versus
misclassification. Let us consider the generic cost function

Lρ(ŷ
R
i ) =





0, ŷRi accurately classified and not rejected;
1, ŷRi misclassified and not rejected;
ρ, ŷRi rejected,

(4.11)

where ρ is the cost of rejection and represents the trade-off between rejection and misclassifica-
tion. We can compute the cost function (4.11) at an operating point (A, r) as a function of the
nonrejected accuracy and the rejected fraction as

Lρ(A, r) = (1− r)(1− A)n+ ρrn.

We now connect the concept of relative optimality with the generic cost function L as follows.

Theorem 1. For an operating point (A1, r1) with a relative optimality β relative to the refer-
ence operating point (A0, r0), and r1 > r0,

sgn(∆Lρ) = sgn(Lρ(A0, r0)− Lρ(A1, r1)) = sgn

(
β + 1

2
− ρ
)
, (4.12)

where ∆Lρ is the difference between the cost function at the reference operating point
(A0, r0) and the cost function at the operating point (A1, r1).

Proof. Let r1 > r0, then we have that the cost function at a generic operating point (A, r) is

Lρ(A, r) = (1− r)(1− A)n+ ρrn,

as we have (1− r)(1−A)n misclassified samples, (1− r)An accurately classified samples, and
rn rejected samples, and thus

∆Lρ = n ((1− r0)(1− A0) + ρr0 − (1− r1)(1− A1)− ρr1)
= n (r1 − r0 − (1− r0)A0 + (1− r1)A1 + ρ(r0 − r1)) . (4.13)

On the other hand, from (4.10), we have that

A1(1− r1)− A0(1− r0) =
β − 1

2
(r1 − r0). (4.14)

By combining (4.13) and (4.14), we have that

∆Lρ = n(r1 − r0)
(
β + 1

2
− ρ
)
. (4.15)

Because r1 − r0 and n are positive, ∆Lρ and (β + 1)/2− ρ have the same sign.
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The previous discussion allows us to compare a classifier with rejection R1 to the reference
operating point R0 as follows. Let the operating point (A1, r1) be at relative optimality β with
respect to the reference operating point (A0, r0), then





Lρ(A1, r1) < Lρ(A0, r0), for ρ < (β + 1)/2;

Lρ(A1, r1) = Lρ(A0, r0), for ρ = (β + 1)/2,

Lρ(A1, r1) > Lρ(A0, r0), for ρ > (β + 1)/2.

(4.16)

4.5.4 Comparing performance of classifiers with rejection
Let us consider a classifier C and two rejectors R1 and R0, with r1 > r0, and a cost function with
a rejection-misclassification trade-off ρ. Let β be the relative optimality of the operating point of
rejector R1 at r1 with respect to the reference operating point of R0 at r0.

From (4.16), and given the cost function with a rejection-misclassification trade-off ρ, we can
connect the concept of outperformance, the relative optimality β and the rejection-misclassification
trade-off ρ as follows,
• Rejector R1 outperforms R0 when β > 2ρ− 1;

• Rejector R0 outperforms R1 when β < 2ρ− 1;

• Rejector R0 and R1 are equivalent in terms of performance when β = 2ρ− 1.

This means that rejector R1 outperforms R0 when the following equivalent conditions are
satisfied:

AR1(r1) > AR0(r0)
1− r0
1− r1

+ (ρ− 1)
r1 − r0
1− r1

⇐⇒

QR1(r1) > QR0(r0) + (2ρ− 1)(r1 − r0).

Conversely, rejector R0 outperforms R1 when the following equivalent conditions are satis-
fied:

AR1(r1) < AR0(r0)
1− r0
1− r1

+ (ρ− 1)
r1 − r0
1− r1

⇐⇒

QR1(r1) < QR0(r0) + (2ρ− 1)(r1 − r0).

Finally, rejectorsR0 andR1 are equivalent in terms of performance when the following equiv-
alent conditions are satisfied:

AR1(r1) = AR0(r0)
1− r0
1− r1

+ (ρ− 1)
r1 − r0
1− r1

⇐⇒

QR1(r1) = QR0(r0) + (2ρ− 1)(r1 − r0).

This conclusion can be obtained through a representation of the nonrejected accuracy and the
classification quality across two different operating points based on the relative optimality. We
can represent the nonrejected accuracy AR1(r1) as a function of AR0(r0) by noting that the best
case scenario is

AR1(r1) = AR0(r0)
1− r0
1− r1

+
r1 − r0
1− r1

,
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corresponding to β = 1, and the worst case scenario is

AR1(r1) = AR0(r0)
1− r0
1− r1

,

corresponding to β = −1. This results in a representation of the nonrejected accuracy AR1(r1)
as

AR1(r1) = AR0(r0)
1− r0
1− r1

+
β − 1

2

r1 − r0
1− r1

.

Thus, rejector R1 outperforms R0 when

AR1(r1) = AR0(r0)
1− r0
1− r1

+
β − 1

2

r1 − r0
1− r1

> AR0(r0)
1− r0
1− r1

+ (ρ− 1)
r1 − r0
1− r1

,

conversely, rejector R0 outperforms R1 when

AR1(r1) = AR0(r0)
1− r0
1− r1

+
β − 1

2

r1 − r0
1− r1

< AR0(r0)
1− r0
1− r1

+ (ρ− 1)
r1 − r0
1− r1

,

and rejectors R0 and R1 are equivalent in terms of performance when

AR1(r1) = AR0(r0)
1− r0
1− r1

+
β − 1

2

r1 − r0
1− r1

= AR0(r0)
1− r0
1− r1

+ (ρ− 1)
r1 − r0
1− r1

.

The same line of though can be applied to the classification quality. We can representQR1(r1)
as a function of QR0(r0) by noting that the best case scenario is

QR1(r1) = QR0(r0) + (r1 − r0),

corresponding to β = 1, and the worst case scenario is

QR1(r1) = QR0(r0)− (r1 − r0),

corresponding to β = −1. This results in a representation of the classification quality QR1(r1)
as

QR1(r1) = QR0(r0) + β(r1 − r0).
Thus, rejector R1 outperforms R0 when

QR1(r1) = QR0(r0) + β(r1 − r0) > QR0(r0) + (2ρ− 1)(r1 − r0),

conversely, rejector R0 outperforms R1 when

QR1(r1) = QR0(r0) + β(r1 − r0) < QR0(r0) + (2ρ− 1)(r1 − r0),

and rejectors R0 and R1 are equivalent in terms of performance when

QR1(r1) = QR0(r0) + β(r1 − r0) = QR0(r0) + (2ρ− 1)(r1 − r0).
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4.6 Specifying the behavior of the rejector
A classifier with rejection can be seen as a coupling of two classifiers if we considered the rejector
R to be a binary classifier on the output ŷ of the classifier C, assigning to each sample a rejected
or nonrejected label. Ideally, R should classify as rejected all samples misclassified by C and
classify as nonrejected all the samples accurately classified by C.

In this binary classification formulation, the classification quality Q becomes the accuracy
of the binary classifier R, the accuracy of the nonrejected samples A becomes the precision
(positive predictive value) of the binary classifier R, and the rejection quality φ becomes the
positive likelihood ratio (the ratio between the true positive rate and the false positive rate) of
the binary classifier R. The rejected fraction becomes the ratio between the number of samples
classified as rejected and the total number of samples.

This formulation allows us to show that the triplet (A(r), Q(r), r) completely specifies the
behavior of the rejector by relating the triplet to the confusion matrix associated with the binary
classifier R. As we are able to reconstruct the confusion matrix from the triplet, we are thus able
to show that the triplet (A(r), Q(r), r) is sufficient to describe the behavior of the rejector.

Theorem 2. The set of measures (A(r), Q(r), r) completely specifies the behavior of the
rejector.

Proof. Let us consider the following confusion matrix associated with the interpretation of R as
a binary classifier: [

|A ∩ N| |M ∩N|
|A ∩R| |M ∩R|

]
,

where |A ∩ N| denotes the number of samples accurately classified and not rejected, |M ∩ N|
the number of samples misclassified and not rejected, |A∩R| the number of samples accurately
classified and rejected, and |M ∩ R| the number of samples misclassified and rejected. Given
that n binary classifications classified n samples, the confusion matrix associated with R can be
uniquely obtained from the following full rank system:




|A ∩ N|
|M ∩N|
|A ∩R|
|M ∩R|


 = n




0 0 0 1
1 −1 0 −1
0 0 1 1
0 1 −1 1







1
r

Q(r)
A(r) (1− r)


 .

Therefore, as the set of measures and the confusion matrix are related by a full-rank system, the
set of measures (A(r), Q(r), r) completely specifies describes the behavior of the rejector.

4.7 Experimental results
To illustrate the use of the proposed performance measures, we apply them to the analysis of
the performance of classifiers with rejection applied to synthetic data here, and to real data in
Part III. We use a simple synthetic problem to illustrate the problem of performance evaluation
of classification with rejection.
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4.7.1 Synthetic data

As a toy example, we consider a classification problem consisting of four two-dimensional Gaus-
sians with identity covariance matrix and centers at (±1,±1).

(a) Observed data (b) Class. no rejection

(c) Class 20% rej. (d) Class 20% rej.
max. prob. breaking ties

Figure 4.7: Synthetic data example. Samples of four equally likely Gaussians with equal co-
variance (identity covariance matrix) and significant overlap (centered at (±1,±1)), classified
with rejection (in black). (a) Observed data, (b) classification with no rejection, (c) classification
with 20% rejection using maximum probability rejector, and (d) classification with 20% rejection
using breaking ties rejector. The differences between the two rejectors are clear near the origin.

The Gaussians overlap significantly, as shown in Fig.4.7(a). This results in a simple classi-
fication decision using the Maximum Likelihood criterion: for each sample, assign the label of
the class with the closest center as in Fig.4.7(b).

We illustrate our performance measures by comparing two simple rejection mechanisms:
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1. Maximum probability rejector, which, given a classifier and a rejected fraction, rejects the
fraction of samples with lowest probability;

2. Breaking ties rejector, which, given a classifier and a rejected fraction, rejects the fraction
of samples with lowest difference between the highest and second-highest class probabili-
ties.

In Fig.4.8, we can see the performance measures computed for all possible rejected fractions
for each of the two rejectors. It is clear that the with the accuracy-rejection curves alone, as
shown in Fig.4.8(a), we are not able to single out any operating point of the classifier with
rejection. On the other hand, with the classification quality in Fig.4.8(b), we can identify where
the rejector is maximizing the number of correct decisions, and for which cases having a reject
option outperforms not having a reject option. As illustrated in Fig.4.8(c), the rejection quality
provides an easy way to discriminate between two different rejectors, as it focuses on the analysis
of the ratios of incorrectly classified to correctly classified samples on the set of rejected samples.

The relative optimality plots for both rejectors are present in Fig. 4.9. For each possible
operating point of the rejector, for simplicity defined only by the rejected fraction, we compute
the relative optimality of all other operating points of the rejector. We note that, for both rejectors,
the operating point that corresponds to the maximum classification quality, has a nonnegative
relative optimality with regards to all other operating points. This relative optimality plot is of
particular interest for parameter selection.

4.8 Concluding remarks
In this chapter, we introduced a set of measures to quantify performance of classifiers with re-
jection. We then applied these performance measures to classifiers with rejection on synthetic
data. Furthermore, we connected the performance measures presented with general cost func-
tions through the concept of relative optimality.
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(a) Nonrejected accuracy

(b) Classification quality

(c) Rejection quality

Figure 4.8: Performance measures as a function of the rejected fraction for the synthetic example
and the maximum probability rejector (solid blue line), and the breaking ties (dashed red line).
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(a) Maximum probability rejector (b) Breaking ties rejector

Figure 4.9: Relative optimality computed for all possible pairs of operating points of (a) maxi-
mum probability rejector and (b) breaking ties rejector
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Chapter 5

Classification with context

5.1 Introduction

As discussed in Chapter 3, by equipping classifiers with context, a degree of robustness can
be provided to them. The use of classification with context is extensive and fruitful in image
related applications. However, the problem of including context into the classification is of
discrete nature, often leading to NP-hard problems. To mitigate this hurdle, approximations and
relaxations are used, as seen in Chapter 3.

To avoid the discrete nature associated with the use of context, we propose a family of algo-
rithms that formulates the problem of image classification with context in a continuous fashion
based on the following key characteristics:
• Continuous hidden field driving the discrete labeling;
• Marginal maximum a posteriori (MMAP) estimate with marginalization across the dis-

crete labels;
• Prior applied on the continuous hidden field;
• Convex optimization problem.

We name this family of algorithms Segmentation via Splitting and Augmented Lagrangian Shrinkage
Algorithmn — SegSALSA.

This chapter is organized as follows. In Section 5.2, we describe the key components of
the SegSALSA family of algorithms. In Section 5.3, we present three different priors, from
which we instantiate three different algorithms based on SegSALSA. In Section 5.4, we for-
mulate the SegSALSA family of algorithms as a convex optimization problem and derive the
components of the algorithm that are common to all the members of the SegSALSA family. In
Section 5.5, we present an instantiation of the SegSALSA with a vectorial total variation prior
(SegSALSA-VTV) and the associated algorithm. In Section 5.6, we present an instantiation of
the SegSALSA with structure tensor regularization (SegSALSA-STR) and the associated algo-
rithm. In Section 5.7, we present an instantiation of the SegSALSA with a graph-based total
variation prior (SegSALSA-GTV) and the associated algorithm. In Section 5.8, we study the
parallelization potential of the SegSALSA family of algorithms. In Section 5.9, we illustrate the
performance of the three instantiations of SegSALSA herein presented on three tasks: super-
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vised natural image segmentation, supervised hyperspectral image classification, and supervised
histopathology image classification. Section 5.10 concludes this chapter.

5.2 SegSALSA basics

5.2.1 MAP segmentation
The MAP formulations in (3.2) and (3.4) are integer optimization problems. As discussed in
Chapter 3, the computation of the estimated labeling ŷ is a NP-hard problem for more than 2
classes, and only approximate or relaxed solutions can be found in reasonable time. Furthermore,
the integer nature of MAP approach to the segmentation problem constraints the selection of the
prior p(y): the prior selection is dependent on the existence of efficient discrete optimization
methods for the prior.

5.2.2 Hidden fields
The hidden field approach introduced in [75], allows the reformulation of the discrete segmen-
tation problem in terms of a real-valued hidden field that drives the labeling. In [75], the hidden
field is equipped with a Gaussian Markov Random Field prior that induces smoothness on the
real-valued hidden field. The soft segmentation is obtained from the computation of a marginal
MAP (MMAP) estimate of the hidden field, thus transforming the intractable discrete optimiza-
tion problem into a convex segmentation problem. The use of hidden fields in image segmenta-
tion was also explored in [76], where wavelet-based priors are applied to the real-valued hidden
field, and a MAP segmentation is performed via a generalized Expectation Maximization (EM)
algorithm.

We represent the hidden field through a K × n matrix z ∈ RK,n that holds a collection of n
hidden random vectors zi ∈ RK , one for each pixel i ∈ S. The joint probability of the discrete
labels y and hidden field z is

p(y, z) = p(y|z)p(z),

which, under assumption of conditional independence of the labels given the hidden field, results
in

p(y|z) =
∏

i∈S

p(yi|zi).

5.2.3 Marginal maximum a posteriori segmentation
The joint probability of the features, labels, and hidden field (x,y, z) is defined as

p(x,y, z) = p(x|y)p(y|z)p(z).

This joint probability can be marginalized with respect to the discrete labels y as

p(x, z) =

(∏

i∈S

∑

yi∈L

p(xi|yi)p(yi|zi)
)
p(z). (5.1)
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This marginalization on the discrete labels y transforms a discrete problem into a continuous
one.

The MMAP estimate of the hidden field can be obtained from marginalized probabilities
(5.1) as

ẑ ∈ arg max
z∈RK×n

(∏

i∈S

∑

yi∈L

p(xi|yi)p(yi|zi)
)
p(z) =

arg min
z∈RK×n

∑

i∈S

− log

(∑

yi∈L

p(xi|yi)p(yi|zi)
)
− log(p(z)). (5.2)

Contrary to (3.2), this is no longer a discrete optimization problem, but rather a continuous
optimization problem. As a result of the prior no longer being applied on the discrete labels,
but on a continuous field z, a wider family of priors can now be explored. Furthermore, if
− log p(x, z) is convex, then (5.2) is convex, which opens the door to the use of powerful solvers,
namely those based on proximity calculus.

5.2.4 Link between class labels and hidden fields
Following closely the approach in [75], the following model for the hidden field is adopted:

[zi]k ≡ p(yi = k|zi), (5.3)

for each pixel i ∈ S, an each label k ∈ L, with [zi]k standing for the kth element of the vector
zi. This means the components of the hidden field z represent a probability distribution, leading
to the hidden vectors zi being subject to two constraints:
• Nonnegativity constraint zi ≥ 0;
• Sum-to-one constraint 1Tzi = 1.

The nonnegativity constraint is to be understood as a componentwise nonnegativity of each hid-
den vector, and the sum-to-one constraint means that the components on each hidden vector sum
to one.

5.3 Priors
Using the MAP formulation (3.2) to obtain a segmentation with spatial context requires the use of
spatial priors applied to the discrete labeling, resulting in a combinatorial optimization problem.
Conversely, the use of hidden fields allows the use of a prior directly on the hidden field that is
indirectly expressed on the labeling. Furthermore, a larger family of priors can be applied to the
continuous hidden field than to the discrete labeling, thus increasing the flexibility in the choice
of the prior.

A prior should promote a spatial consistency of the labeling. In image segmentation and in
image classification, neighboring pixels are likely to belong to the same class.

We will now explore the use of three different prior-based regularizations that promote spatial
consistency of the hidden field:
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• Vectorial total variation regularization [77, 78];
• Structure tensor based regularization [79, 80];
• Graph-based total variation regularization [81, 82]

5.3.1 Vectorial total variation prior
The first prior that we will study is the Vectorial Total Variation (VTV) prior [77, 78]. The VTV
prior is applied directly to the hidden field z, promoting piecewise smoothness of the hidden
field. It can be formulated as

− ln p(z) = λTV
∑

i∈S

√
‖(Dhz)i‖2 + ‖(Dvz)i‖2 + cte, (5.4)

where Dh,Dv : RK×n → RK×n correspond to the circular horizontal difference and vertical
difference operators, respectively. In addition to promoting piecewise smoothness of the hidden
field, the VTV prior preserves discontinuities, leads to an alignment of discontinuities among
class borders, and it is a convex (albeit nonsmooth) prior which can be optimized through proxi-
mal methods. The VTV prior can be extended to account for a spatially variable weight of each
pixel:

− ln p(z) = λTV
∑

i∈S

wi

√
‖(Dhz)i‖2 + ‖(Dvz)i‖2 + cte, (5.5)

where 0 ≤ w ≤ 1 is a vector specifying the pixel specific weights. This extension allows us to,
for example, attenuate the effect of the VTV prior on pixels that are likely to belong to boundaries
between classes, where the effect of the VTV prior can be detrimental.

5.3.2 Structure tensor regularization
We now consider a generalization of the VTV prior based on structure tensor regularization
(STR) priors [79]. The structure tensor prior is constructed from a patch-based Jacobian. The
regularization via the structure tensor prior is based on a Schatten norm regularization, akin
to [80].

Following closely the notation in [79], we define the patch-based Jacobian of the hidden field
as

[Jz]Ti =

[
(P1Dhz)Ti . . . (PLDhz)Ti
(P1Dvz)Ti . . . (PLDvz)Ti

]
, (5.6)

where [Jz]i denotes the components of the patch-based Jacobian on the ith pixel of the image,
corresponding to a (KL) × 2 matrix. The operators Dh and Dv as the circular horizontal and
vertical difference operators, as defined in (5.4), and Pj is as weighted shift operator that extracts
a rectangular patch, with each operator being applied equally to the entire field: Dh,Dv,Pj :
RK×n → RK×n. Assuming rectangular patches of size (2M+1)×(2M+1), with L = (2M+1)2

pixels, Pj corresponds to the jth possible shift within the patch (from the L possible shifts)
weighted by a Gaussian window centered at the center of the patch and with a standard deviation
γ.
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From the patch-based Jacobian of the hidden field (5.6), the structure tensor SL is defined,
for the ith pixel, as the 2× 2 matrix

[SLz]i = [Jz]Ti [Jz]i. (5.7)

The minimization of the eigenvalues of the structure tensor SL in (5.7) leads to the penaliza-
tion of variations of the field among the pixels in patch. This can be achieved with the following
prior:

− ln p(z) ≡ λ
∑

i∈S

‖σ([SLz]i)‖p + cte, (5.8)

where σ(SL) represents the eigenvalues of SL. As there is an intrinsic connection between the
eigenvalues of the structure tensor (5.7) (λ+, λ−) and the singular values of the patch-based
Jacobian (

√
λ+,

√
λ−), we can minimize the singular values instead. This means that the min-

imization (5.8) is equivalent [79] to the minimization of the singular values of the patch-based
Jacobian.

Let ‖[Jz]i‖Sp denote the Schatten p norm of the patch-based Jacobian

‖[Jz]i‖Sp = ‖σ([Jz]i)‖p,

where σ([Jz]i) represent the singular values of [Jz]i. The discrete structure tensor prior can be
constructed through the minimization of the singular values of the patch-based Jacobian

− ln p(z) ≡ λ
∑

i∈S

‖[Jz]i‖Sp + cte. (5.9)

It should be noted that for 1 × 1 patches (L = 1) and p = 2, the minimization of the Schatten
norm of the structure tensor is equivalent to the minimization of the VTV.

Through the minimization of the Schatten norm of the patch-based Jacobian, a generalization
of the VTV prior, we are imposing smoothness across the hidden field, thus promoting the spatial
consistency of the hidden field.

Similarly to the VTV prior, the discrete structure tensor prior can also be extended to account
for a spatially varying weight,

− ln p(z) ≡ λ
∑

i∈S

wi‖[Jz]i‖Sp + cte, (5.10)

where 0 ≤ w ≤ 1 is a vector containing the pixel specific weights. The weights allow us to
control the strength of the prior in zones where the effect of the prior can be detrimental.

5.3.3 Graph total variation
Finally, we also explore the use of graph-based total variation priors that can harness existing
unsupervised segmentations.

Unsupervised oversegmentation techniques, such as superpixelization techniques [83,84], are
computationally efficient. The unsupervised oversegmentations can provide useful contextual
cues, and can improve significantly the segmentation performance [81]. By transforming an
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oversegmented partition of the image into a graph, we are able to impose label consistency on
pixels that belong to the same partition element through the minimization of the total variation
of the hidden field across the graph [82]. We note that there is no restriction to use only local
segmentations of the image. This means that we can use nonlocal partitions of the image derived
from the use of fast methods for computing similarity, such as the Winner Take All hash [85], to
provide us with nonlocal contextual cues.

Let us consider an image with the pixels indexed by the set of pixels S, and a partition
P = (P1, . . . ,PL) of S that divides the image in L nonoverlapping elements, where

L⋃

i=1

Pi = S,

Pi ∩ Pj = ∅ if i 6= j.

The partition P can be represented by an adjacency matrix AP of a graph as follows. Let G =
(V , E) denote an undirected graph, where V and E correspond to the set of nodes and set of edges,
respectively.

We begin by connecting directly the graph nodes with the image pixels, S = V . Then, an
edge connects any two nodes that correspond to image pixels belonging to the same partition
element. If v1 and v2 are nodes that correspond to pixels belonging to the same partition element,
then there is an edge that connects them , i.e., (v1, v2) ∈ E . As there are no edges connecting
nodes that correspond to pixels belonging to different partition elements, the graph G is an union
of L disjoint subgraphs,

G =
L⋃

i=1

Gi,

one for each partition element, where each subgraph Gi is fully connected. As illustrated in
Fig.5.1, there is a one-to-one correspondence between the following entities: graph G and par-
tition P; fully connected subgraph Gi and partition element Pi; and image pixel (indexed by S)
and graph node (indexed by V).

Figure 5.1: Example of partition P (left) and associated graph G (right).

With the connection between graph and partition established, we can now build an adjacency
matrix AP that represents the partition. Considering the ith node, that corresponds to the ith
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pixel of the image, we build Ni as the union of the set of nodes that share an edge with the ith
node, the neighborhood of i, with i itself,

Ni = {j : (i, j) ∈ E} ∪ {i}.

This corresponds to the set of nodes (pixels) that belong to the same fully connected subgraph
(partition) element as the ith node (pixel). We can build the adjacency matrix AP as follows.
The ith row [AP ]i is defined as

[AP ]i,j =

{
1
|Ni| , if j ∈ |Ni|,
0, otherwise,

(5.11)

where |Ni| denotes the number of neighbors of i (counting with i itself). This means that the ith
row of the adjacency matrixAP indicates the pixels that belong to the same partition element as
the ith pixel, normalized by the size of the partition element.

With the adjacency matrix AP in (5.11), corresponding to the partitioning of the image, we
can define the total variation of the hidden field z on the partitioning graph as

− ln p(z) = λG‖(AP − I)z‖2F + cte, (5.12)

where I denotes a n × n identity matrix. This graph total variation prior promotes piecewise
smoothness of the hidden field inside the partition elements. Each hidden vector tends to approx-
imate to the hidden vectors belonging to the same partition element.

Multiple partitions

The formulation in (5.12), which corresponds to a single unsupervised segmentation, can be eas-
ily extended to include multiple segmentations. Let us consider a set of multiple segmentations
represented by m different partitions {P1, . . . ,Pm} of the set of pixels S, we denote byAPj the
adjacency matrix that corresponds to the jth partition.

The multiple segmentation graph total variation prior can be obtained as

− ln p(z) = λG

m∑

j=1

qj‖(APj − I)z‖2F + cte, (5.13)

where 0 ≤ q ≤ 1 is a vector containing the partition specific weights. This prior allows us to
use simultaneously different unsupervised segmentations of the image, with different associated
weights.

5.4 SegSALSA

5.4.1 Formulation
With connection between the hidden field and the class probabilities established we can now
pose the general SegSALSA formulation as a convex optimization problem. Let us consider a

53



supervised segmentation problem defined by a probability field p ∈ RK×n, corresponding to a
collection of posterior probabilities p(yi|xi) (resulting either from the knowledge of the class
models, or from the use of a supervised classifier) for each pixel i ∈ S, we have that the MMAP
estimate of the hidden field is given by

ẑMMAP ∈ arg min
z∈RK×n

data term︷ ︸︸ ︷∑

i∈S

− ln(pTi zi)

prior︷ ︸︸ ︷
− ln p(z) (5.14)

subject to: z ≥ 0︸ ︷︷ ︸
non-negativity

, 1TKz = 1n︸ ︷︷ ︸
sum-to-one

.

As long as the prior − ln p(z) is convex, the optimization 5.14 is convex, as the data term is
convex and the non-negative and sum-to-one constraints are convex. The convexity of the data
term results from the fact that the Hessian of − ln(pTi zi) is semidefinite positive.

5.4.2 Reformulating the problem for SALSA
Following closely the approach in [86], we start the optimization by rewriting the optimization
(5.14) in a formulation more suitable to SALSA:

min
z∈RK×n

3∑

j=1

fj(z) +

prior︷ ︸︸ ︷
m∑

j=1

gj(H
g
j z), (5.15)

where the convex functions fj , for j = 1, . . . , 3, correspond to the data term, sum-to-one con-
straint and nonnegativity constraints, and gj for j = 1, . . . ,m are convex functions, Hg

j for
j = 1, . . . ,m are linear operators, and

∑m
j=1 gj(H

g
j z) corresponds to a prior which is a summa-

tion of m terms.
We define the convex functions fj as

f1(ζ) =
∑

i∈S

− ln(pTi ζi)+,

f2(ζ) =ι+(ζ),

f3(ζ) =ι1(ζ),

(5.16)

where ζ are dummy variables with dimensions dependent of the functions fj . The operator (ζ)+
corresponds to nonnegative part of ζ, and we define ln(0) ≡ +∞. The function ι+ is an indicator
on the nonnegative orthant (R+

0 ), with ι+ = 0 if and only if ζ ∈ RK×n
+ , and +∞ otherwise. The

function ι0 is an indicator on the set {1n}, with ι1 = 0 if and only if ζ ∈ {1n}, and +∞
otherwise.
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To reformulate the optimization (5.15) into a constrained optimization problem, we introduce
the following variable splittings,

ufj =z, for j = 1, . . . , 3,

ugj =Hg
j z, for j = 1, . . . ,m,

(5.17)

We stack columnwise the identity operators I into single operator Gf : RK×n → RK×3n and
defineGg as a columnwise stacking of the operatorsHg

j associated with the prior term, allowing
us to reformulate (5.14) as the following constrained formulation

min
uf ,ug ,z

3∑

j=1

fj(u
f
j ) +

m∑

j=1

gj(u
g
j ) (5.18)

s.t.
[
uf

ug

]
=

[
Gf

Gg

]
z,

with uf1 ,u
f
2 ,u

f
3 ,∈ RK×n, and the dimension of ugj being dependent of the prior selection.

5.4.3 SALSA formulation

With the formulation in (5.18), we are now able to apply the C-SALSA methodology [86], which
basically formulates the problem as an instance of the Alternated Direction Method of Multipliers
(ADMM) [87–89].

We denote the scaled Lagrange multipliers associated with the constraints uf = Gfz and
ug = Ggz as df = [dfT1 , . . . ,dfT3 ] and dg = [dgT1 , . . . ,dgTm ], respectively. We thus have the
following C-SALSA based formulation for (5.18),

zk+1 = arg min
z

∥∥∥∥
[
Gf

Gg

]
z−

[
uf,k

ug,k

]
−
[
df,k

dg,k

]∥∥∥∥
2

F

, (5.19)

uf,k+1
i = arg min

uf
fj(u

f
j ) +

µ

2
‖Gfzk+1 − ufj − df,kj ‖2F ,

ug,k+1
i = arg min

ug
gj(u

g
j ) +

µ

2
‖Ggzk+1 − ugj − dg,kj ‖2F , (5.20)

df,k+1 =df,k −
[
Gfzk+1 − uf,k+1

]
,

dg,k+1 =dg,k −
[
Ggzk+1 − ug,k+1

]
, (5.21)

where µ > 0 is a parameter of the optimization controlling the variable splitting.
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5.4.4 Convergence of SegSALSA

As the feasibility set of (5.18) is compact, if pTi zi ≥ 0, for i ∈ S, then the objective function in
(5.14) is continuous on the feasibility set and thus has minimum point. Let

G =

[
Gf

Gg

]
, uk =

[
uf,k

ug,k

]
, dk =

[
df,k

dg,k

]
.

As the linear operator G has null(G) = {0}, and the objective functions are closed, proper, and
convex, this means that if a solution z exists for (5.18), then the sequence {zk, k = 0, 1, . . .}
converges to z, for all µ > 0. If no solution z exists for (5.18), then at least on of the following
sequences diverges: {uk, k = 0, 1, . . .}, {dk, k = 0, 1, . . .}. This results from the application
of a theorem on the convergence of ADMM [87] applied to the convergence of the SALSA
methodology.

5.4.5 Optimization with respect to the hidden field z

The solution for (5.19) is

zk+1 = (G∗G)−1G∗(uk − dk) =

F−1

(
3I(uf,kj − df,kj ) +

m∑

j=1

(Hg
j )∗(ug,kj − dg,kj )

)
, (5.22)

where

F = 3I +
m∑

j=1

(Hg
j )∗Hg

j ,

and (.)∗ corresponds to the adjoint operator with respect to the standard Euclidean norm. If
the linear operators Hg

j can be represented through cyclic convolution operators, solving (5.19)
with respect to the hidden field z can be implemented through cyclic convolution operations,
thus diagonalizable in the frequency domain and consequently easily performed in the frequency
domain [90].

5.4.6 Optimization with respect to the split variables

The optimization problems associated with (5.20) can be solved through proximal methods, by
computing the associated Moreau proximity operators (MPO) [91] of each of the convex func-
tions. We now present the closed form expressions of these operators for the data fit term, and
sum-to-one and nonnegativity constraints.

The Moreau proximity operator for the data fit f1 is

ψf1/µ(ν) = arg min
ζ

(∑

i∈S

− ln(pTi ζi)

)
+
µ

2
‖ζ − ν‖2F ,
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where ν ≡ [ν1, . . . ,νn] ∈ RK×n, and ζ ≡ [ζ1, . . . , ζn] ∈ RK×n. This optimization is decoupled
(pixelwise) with respect to ζi for i ∈ S, meaning

ψf1/µ(ν) = (ψf1/µ(ν1), . . . , ψf1/µ(νn)).

Furthermore, we have that

ψf1/µ(νi) = arg min
ζi
− ln(pTi ζi) +

µ

2
‖ζi − νi‖2F .

We find the proximal operator by finding the positive root of pTi ∇ψf1/µ = 0 with respect to
pTi ζi. This root is then used in∇ψf1/µ = 0. After some manipulation, we thus have

ψf1/µ(νi) = νi +
pi
µai

,

where

ai ≡
pTi νi +

√
(pTi νi)

2 + ‖pi‖2/µ
2

.

This operator has a complexity of O(Kn), the number of classes times the number of pixels.
The Moreau proximity operator for the sum-to-one constraint f2 is

ψf2/µ(ν) = arg min
ζ
ι1(ζ) +

µ

2
‖ζ − ν‖2F =

(
I− 1K1

T
K

K

)
ν +

1K1
T
n

K
,

where ν, ζ ∈ RK×n. This operator is the projection in the probability simplex, and has a com-
plexity of O(Kn), the number of classes times the number of pixels.

The Moreau proximity operator for nonnegativity constraint f3 is

ψf3/µ(ν) = arg min
ζ
ι+(ζ) +

µ

2
‖ζ − ν‖2F = max{0,ν},

where ν, ζ ∈ RK×n. This operator is the projection in the first orthant, and has a complexity of
O(Kn), the number of classes times the number of pixels.

5.4.7 Algorithm — SegSALSA
In Alg. 1, we show the pseudocode for the SegSALSA family of algorithms. The stopping
condition can be set either by imposing that both the primal and the dual residues are smaller
than a given threshold [92], or by a fixed number of iterations. Setting the stop condition is a
problem dependent, and should be approached case by case. In the practical setting, results show
that the SegSALSA family of algorithms converges for roughly 100 iterations. Let kSTOP denote
the final iteration of the algorithm, determined by a valid stop condition, either by threshold on
the residuals or by fixed number of iterations.
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Algorithm 1: SegSALSA family of algorithms
initialization:
choose (uf,0j ,df,0j ) ∈ Rn×K , j = 1, . . . , 3

choose (ug,0j ,dg,0j ), j = 1, . . . ,m
define F = 3I +

∑m
j=1H

g∗
j H

g
j

set µ ∈]0,+∞[
for k = 0, 1, . . . , kSTOP do
zk+1 = F−1

(∑3
j=1(u

f,k
j − df,kj ) +

∑m
j=1(H

g
j )∗(ug,kj − dg,kj )

)

for j = 1 to 3 do
uf,k+1
j = proxfj/µ(zk+1 − df,kj )

df,k+1
j = df,kj − (zk+1 − uf,k+1

j )

for j = 1 to m do
ug,k+1
j = proxgj/µ(zk+1 − dg,kj )

dg,k+1
j = dg,kj − (zk+1 − ug,k+1

j )

return zk+1

5.4.8 Extending of SegSALSA

The optimization 5.14 defines the family of SegSALSA algorithms for classification with con-
text. At this point, we are able to instantiate the three algorithms (defined by their different
priors) simply through the definition of the prior as a sum of convex functions gj and associated
linear operators Hg

j , and respective Moreau proximity operators With the three different families
of priors in hand, we can now reformulate three instances of algorithms of the SegSALSA family
• SegSALSA-VTV [1, 2] in Section 5.5— using a VTV prior (5.5);
• SegSALSA-STR [3] in Section 5.6 — using structure tensor regularization (5.10);
• SegSALSA-GTV [5] in Section 5.7 — using a a graph-based TV (5.13).
With the general SegSALSA optimization formulated in (5.14), we are able to derive the

algorithm for the SegSALSA family of algorithns.

5.5 SegSALSA-VTV

The first instantiation of the SegSALSA family is through the use of a VTV prior that promotes
piecewise smooth hidden fields, SegSALSA-VTV.

5.5.1 Formulation

By combining the SegSALSA formulation in (5.14) with the prior in (5.5) we obtain the follow-
ing formulation.
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ẑMMAP = arg min
z∈RK×n

∑

i∈S

− ln(pTi zi) + λTV
∑

i∈S

wi

√
‖(Dhz)i‖2 + ‖(Dvz)i‖2, (5.23)

subject to: z ≥ 0, 1TKz = 1n,

where λTV is the relative weight between the data term and the prior, andwi is a pixel specific
weight that controls the influence of the prior. This formulation is based on the definition of
the VTV prior as a sum of convex functions and associated linear operators. The optimization
in (5.23) is convex as the VTV prior is convex with respect to z.

5.5.2 Optimization
The inclusion of the VTV prior in (5.15) results in

min
z∈RK×n

3∑

j=1

fj(z) +

prior︷ ︸︸ ︷
m∑

j=1

gj(H
g
j z) ⇐⇒ ,

min
z∈RK×n

3∑

j=1

fj(z) + λTV

(∑

i∈S

wi

√
‖(Dhz)i‖2 + ‖(Dvz)i‖2

)

︸ ︷︷ ︸
prior

,

which means that our prior has a single term, m = 1.
We define the linear operatorHg : RK×n → R2K×n as

Hg =

(
Dh

Dv

)
, (5.24)

where Dh and Dv correspond to the circular horizontal difference operators previously defined.
The convex function g is defined as

g(ζ) = λTV

∑

i∈S

wi

√
‖ζhn‖2 + ‖ζvn‖2,

where ζ = [ζh ζv] ∈ R2K×n, and ζh and ζv belong to the range of the horizontal and vertical
difference operatorsDh andDv, respectively.

The Moreau proximity operator for the VTV prior is thus

ψg/µ(ν) = arg min
ζ

(∑

i∈S

wi

√
‖ζhi ‖2 + ‖ζvi ‖2

)
+

µ

2λTV
‖ζ − ν‖2F ,

where ν, ζ ∈ R2K×n and ζh, ζv ∈ RK×n. This optimization can be pixelwise decoupled and can
be solved with the vector soft thresholding operator [91]

ψg/µ(νi) = max {0, ‖νi‖ − λTVwi/µ}
νi
‖νi‖

.

This operator has a complexity of O(Kn).
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5.5.3 Algorithm
Let Hg denote the stacking of the circular difference operators, as seen (5.24), we have that the
SegSALSA-VTV algorithm is

Algorithm 2: SegSALSA-VTV
initialization:
choose (uf,0j ,df,0j ) ∈ Rn×K , j = 1, . . . , 3
choose (ug,0,dg,0) ∈ Rn×2K

define ai =
pTi νi+

√
(pTi νi)

2+‖pi‖2/µ
2

, for i ∈ S
defineB = (Hg)∗Hg

define C = (3I +B)−1

set µ ∈]0,+∞[
for k = 0, 1, . . . , kSTOP do

/* update z */
zk+1 = C

(∑3
j=1(u

f,k
j − df,kj ) + (Hg)∗(ug,k − dg,k)

)

/* update split variables */
[uf,k+1

1 ]i = [zk+1 − df,k1 ]i + pi
µai

, for i ∈ S
df,k+1
1 = df,k1 − (zk+1 − uf,k+1

1 )

uf,k+1
2 =

(
I− 1K1TK

K

)
(zk+1 − df,k2 )1K1Tn

K
, df,k+1

2 = df,k2 − (zk+1 − uf,k+1
2 )

uf,k+1
3 = max{0, (zk+1 − df,k3 )},
df,k+1
3 = df,k3 − (zk+1 − uf,k+1

3 )
/* VTV prior */
for i ∈ S do

[ug,k+1]i = max
{
0, ‖[(Hgzk+1 − dg,k)]i‖ − λTVwi/µ

}
[(Hgzk+1−dg,k)]i
‖[(Hgzk+1−dg,k)]i)‖

dg,k+1 = dg,k − (Hgzk+1 − ug,k+1)

return zk+1
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5.6 SegSALSA-STR
The second instantiation of the SegSALSA family of algorithms is obtained through the use
structure tensor regularization associated with the minimization of the Schatten norm of patch-
based Jacobian matrices (5.10), SegSALSA-STR. The use of this prior promotes low-rank patch-
based Jacobian, leading to the smoothness of the hidden field.

5.6.1 Formulation
By combining the SegSALSA formulation in (5.14) with the prior in (5.10), we obtain the fol-
lowing formulation

ẑMMAP = arg min
z∈RK×n

∑

i∈S

− ln(pTi zi) + λST

∑

i∈S

wi‖[Jz]i‖Sp , (5.25)

subject to: z ≥ 0, 1TKz = 1n,

where λST is the relative weight between the data term and the prior, andwi is a pixel specific
weight that controls the influence of the prior. This formulation is based on the definition of the
Schatten norm of the patch-based Jacobians as a sum of convex functions and associated linear
operators. The optimization (5.25) is convex as ‖[Jz]i‖Sp is convex in z, it is a composition of
norms [80].

5.6.2 Optimization
By including the structure tensor prior in (5.15), we have

min
z∈RK×n

3∑

j=1

fj(z) +

prior︷ ︸︸ ︷
m∑

j=1

gj(H
g
j z) ⇐⇒ ,

min
z∈RK×n

3∑

j=1

fj(z) + λSTR

(∑

i∈S

wi‖[Jz]i‖Sp

)

︸ ︷︷ ︸
prior

,

which means that our prior has a single term, m = 1.
We denote the linear operator Hg as the stacking of the patch-based Jacobian matrices J

defined in (5.6), withHg : RK×n → R2LK×n.
The convex function g is defined as

g(ζ) = λSTR

∑

i∈S

wi‖[ζ]i‖Sp ,

where ζ ∈ R2LK×n corresponds to the patch-based Jacobian of the ith pixel, as defined in (5.6).
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The Moreau proximity operator can be found by solving

ψg/µ(ν) = arg min
ζ

∑

i∈S

wi‖[ζ]i‖Sp +
µ

2λSTR
‖ζ − ν‖2F ,

where ν, ζ ∈ R(2LK)×n. This optimization can be pixelwise decoupled and can be solved, for
p = 1, with a vector soft thresholding operator on the singular values of ν [80],

ψg/µ(νi) =Ui max{0,Si − λSTR/µ}V T
i ,

UiSiV
T
i =νi.

The time complexity of solving this Moreau proximity operator is dominated by the computation
of n single value decompositions of matrices (LK)× 2, which amounts to a time complexity of
O(n(LK)3) [93].

5.6.3 Algorithm
Let Hg : RK×n → R2LK×n denote the stacking of the patch-based Jacobian operators, we have
that SegSALSA-STR can be expressed as follows.
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Algorithm 3: SegSALSA-STR
initialization:
choose (uf,0j ,df,0j ) ∈ Rn×K , j = 1, . . . , 3
choose (ug,dg) ∈ Rn×2LK

define ai =
pTi νi+

√
(pTi νi)

2+‖pi‖2/µ
2

, for i ∈ S
defineB = (Hg)∗Hg

define C = (3I +B)−1

set µ ∈]0,+∞[
for k = 0, 1, . . . , kSTOP do

/* update z */
zk+1 = C

(∑3
j=1(u

f,k
j − df,kj ) +Hg∗(ug,k − dg,k)

)

/* update split variables */
[uf,k+1

1 ]i = [zk+1 − df,k1 ]i + pi
µai

, for i ∈ S
df,k+1
1 = df,k1 − (zk+1 − uf,k+1

1 )

uf,k+1
2 =

(
I− 1K1TK

K

)
(zk+1 − df,k2 )1K1Tn

K
, df,k+1

2 = df,k2 − (zk+1 − uf,k+1
2 )

uf,k+1
3 = max{0, (zk+1 − df,k3 )}
df,k+1
3 = df,k3 − (zk+1 − uf,k+1

3 )
/* structure tensor regularization */
for i ∈ S do

/* single value decomposition */
UiSiV

T
i = [(Hgzk+1 − dg,k)]i

/* singular value soft thresholding */
S′i = max {0,Si − λSTR/µ}
[ug,k+1]i = UiS

′
iV

T
i

dg,k+1 = dg,k − (Hgzk+1 − ug,k+1)

return zk+1
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5.7 SegSALSA-GTV
The final instantiation of the SegSALSA family of algorithms is obtained with a sum of graph to-
tal variation (GTV) priors that impose the minimization of the GTV on multiple graphs reflecting
multiple unsupervised segmentations (5.26), SegSALSA-GTV.

5.7.1 Formulation
By combining the SegSALSA formulation in (5.14) with the prior in (5.13), we obtain the fol-
lowing formulation

ẑMMAP = arg min
z∈RK×n

∑

i∈S

− ln(pTi zi) +
m∑

j=1

λGqj‖(APj − I)z‖2F , (5.26)

subject to: z ≥ 0, 1TKz = 1n,

whereAPj is the adjacency matrix that corresponds to the jth unsupervised segmentation Pj ,
λG is the relative weight between the data term and the GTV prior, and qj is a partition specific
weight controlling the relative weight of each partition in the segmentation. This formulation
is based on the definition of the GTV prior as sums of convex functions and associated linear
operators. The optimization (5.26) is convex as both the GTV priors is convex on z.

5.7.2 Optimization
The Moreau proximity operator for graph TV gj is

ψgj/µ(ν) = arg min
ζ
λGqj‖(Aj − I)ζ‖2F +

µ

2
‖ζ − ν‖2F ,

where ν, ζ ∈ RK×n. This is a optimization is a quadratic problem, and we can compute the
Moreau proximity operator as

ψgj/µ(ν) =
µ

2λGqj

(
(Aj − I)T (Aj − I) +

µ

2λGqj
I

)

︸ ︷︷ ︸
Cj

−1

ν,

where, by construction of the partitioning graphs and respective adjacency matrices, Cj is a
permuted block diagonal matrix, this is, Cj = PjBjP

T
j , where Pj is a permutation matrix that

encodes the pixel membership on the partition elements, and Bj is a block diagonal matrix.
Furthermore, we have that C−1j = (PjBjP

T
j )−1 = PjB

−1
j PT

j , as P−1j = PT
j , and that the

inverse of Bj is the diagonal stacking of the inverse of each of the diagonal blocks.
Each diagonal block Bj,t of Bj corresponds to a fully connected subgraph of the partition

graph with nt nodes, a partition element with nt pixels, and is a nt×nt matrix with the following
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form

[Bj,t] =




bd bo . . . bo

bo bd . . . bo
...

... . . . . . .
bo bo . . . bd


 ,

where
bd = 1 +

µ

2λGqj
− 1

nt
, bo = − 1

nt
.

This means that B−1 corresponds to

[B−1j,t ] =




b′d b′o . . . b′o
b′o b′d . . . b′o
...

... . . . . . .
b′o b′o . . . b′d


 ,

where

b′d =
nt

µ
2λGqj

+ 1

nt
µ

2λGqj
( µ
2λGqj

+ 1)
, b′o =

1

nt
µ

2λGqj
( µ
2λGqj

+ 1)
.

Thus, the proximal operator for the graph total variation,

ψgj/µ(ν) =
µ

2λGqj
C−1j ν,

can be pixelwise decoupled and is

ψgj/µ(νi) =
1

1 +
2λGqj
µ

νi +

2λGqj
µ

1 +
2λGqj
µ

∑
k∈N ji

νk

|N j
i |

, (5.27)

where |N j
i | corresponds to the number of pixels that belong to the same partition element as the

ith pixel. The first term of (5.27) corresponds to the value on the ith node itself, the value of the
ith pixel, and the second term corresponds to the mean of ν on the fully connected subgraph the
ith node belongs to, the mean value of all pixels belonging to the same partition element the ith
pixel. This operator has a complexity dominated by O(Kn).

5.7.3 Algorithm
With the GTV prior, we have m terms, one for each of the graph generating unsupervised seg-
mentations guiding the supervised segmentation.
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Algorithm 4: SegSALSA-GTV
initialization:
choose (uf,0j ,df,0j ) ∈ Rn×K , j = 1, . . . , 3
choose (ugj ,d

g
j ) ∈ Rn×K , j = 1, . . . ,m

define ai =
pTi νi+

√
(pTi νi)

2+‖pi‖2/µ
2

, for i ∈ S
define C = (3I +mI)−1

set µ ∈]0,+∞[
for k = 0, 1, . . . , kSTOP do

/* update z */
zk+1 = C

(∑3
j=1(u

f,k
j − df,kj ) +

∑m
j=1(u

g,k
j − dg,kj )

)

/* update split variables */
[uf,k+1

1 ]i = [zk+1 − df,k1 ]i + pi
µai

, for i ∈ S
df,k+1
1 = df,k1 − (zk+1 − uf,k+1

1 )

uf,k+1
2 =

(
I− 1K1TK

K

)
(zk+1 − df,k2 )1K1Tn

K
, df,k+1

2 = df,k2 − (zk+1 − uf,k+1
2 )

uf,k+1
3 = max{0, (zk+1 − df,k3 )}
df,k+1
3 = df,k3 − (zk+1 − uf,k+1

3 )
/* graph-TV prior */
for j = 1, . . . ,m do

for i ∈ S do

[ug,k+1
j ]i = 1

1+
2λGqj
µ

[zk+1 − dg,kj ]i +
2λGqj
µ

1+
2λGqj
µ

∑
l∈Nj

i

[zk+1−dg,kj ]l

|N ji |
,

dg,k+1
j = dg,kj − (zk+1 − ug,k+1

j )

return zk+1
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5.8 Parallelization
The SegSALSA family of algorithms is built upon two major steps:
• Update of the hidden field z and its associated quadratic problem;
• Update of the split variables u and its associated Moreau proximity operators.

The parallelization potential of the SegSALSA family of algorithms is dependent on the possi-
bility to efficiently parallelize these two steps.

The step associated with the update of the hidden field is

zk+1 = F−1
( 3∑

j=1

(uf,kj − df,kj ) +
m∑

j=1

(Hg
j )∗(ug,kj − dg,kj )

)
,

with

F = 3I +
m∑

j=1

(Hg
j )∗Hg

j .

Thus, the parallelization of this step is intrinsically connected to the structure of F−1, and
F−1(Hg

j )∗, for j = 1, . . . ,m. As long as these structures can be represented by filtering op-
erations, their parallelization is trivial.

The steps associated with the computation of the Moreau proximity operators, as seen in
both the formulation of SegSALSA and on the instantiations with the three priors, are can be
parallelizable as the Moreau proximity operators can be pointwise decoupled.

5.9 Experimental results
To illustrate the behavior of the SegSALSA family of algorithms, we apply them to three different
image classification tasks:
• Natural image segmentation;
• Hyperspectral image classification;
• Biomedical image classification.

5.9.1 Natural image segmentation
The first task corresponds to natural image segmentation. To this extent, we apply SegSALSA
with VTV, GTV, and STR regularization to the task of supervised image segmentation of the
Graz data set [94]. Furthermore, we also study the combination of regularizers, VTV+GTV,
STR+GTV, and STR+VTV.

Experimental setup

The Graz data set is a collection of natural images and associated interactive multilabel segmen-
tation. The interactive multilabel segmentations are obtained through the process of drawing
class-defining scribbles over natural images. Each element of the Graz data set is composed of
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three associated entities (as seen in Fig.5.2 (a) and Fig.5.3 (c)): the RGB image, the scribble, and
the ground truth.

Following the approach used on [72] for comparing different methods on the Graz data set,
we use as features a spatially varying estimation of the color distributions [95]. These features
are tailored for interactive segmentation as they take in account the distance of each image pixel
to the closest scribble.

To obtain the graph defining oversegmentations for SegSALSA-GTV, we use the SLIC [84]
algorithm to obtain oversegmentations. As seen in Fig.5.2 (c) and Fig.5.3 (c), we obtain overseg-
mentations at multiple scales, meaning that we have multiple graphs, each at a different scale.
This means that we can provide the GTV prior a multiscale flavor through the combination of
multiple segmentations at different scales. We obtained the oversegmentations at multiple scales
through a parameter sweep on the size of the partition elements on the SLIC algorithm.

(a) Ground truth (b) MAP classification (c) Segmentations

(d) SegSALSA-VTV (e) SegSALSA-GTV (f) SegSALSA-STR

(g) SegSALSA-VTV+GTV (h) SegSALSA-STR+GTV (i) SegSALSA-STR+VTV

Figure 5.2: Example of supervised segmentation of natural images from the Graz dataset—
elephant. (a) Original image and ground truth, (b) MAP classification (83.12% accuracy), and
(c) multiple oversegmentations using SLIC. (d) Classification with VTV (93.18% accuracy), (e)
classification with GTV (95.41% accuracy), and (f) classification with STR (95.41% accuracy).
(g) Classification with VTV and GTV (95.61% accuracy), (h) classification with STR and GTV
(95.57% accuracy), (i) classification with STR and VTV (93.70% accuracy).
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(a) Ground truth (b) MAP classification (c) Segmentations

(d) SegSALSA-VTV (e) SegSALSA-GTV (f) SegSALSA-STR

(g) SegSALSA-VTV+GTV (h) SegSALSA-STR+GTV (i) SegSALSA-STR+VTV

Figure 5.3: Example of supervised segmentation of natural images from the Graz dataset —
cheese. (a) Original image and ground truth, (b) MAP classification (88.77% accuracy), and
(c) multiple oversegmentations using SLIC. (d) Classification with VTV (94.70% accuracy), (e)
classification with GTV (98.59% accuracy), and (f) classification with STR (95.67% accuracy).
(g) Classification with VTV and GTV (98.59% accuracy), (h) classification with STR and GTV
(98.54% accuracy), (i) classification with STR and VTV (96.23% accuracy).
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5.9.2 Hyperspectral images
The second task corresponds to hyperspectral image classification. To this extent, we apply
SegSALSA-(VTV, STR, GTV) to the classification of the ROSIS Pavia University hyperspectral
scene 1.

Experimental setup

The Pavia University scene (false color composition of the image in Fig. 5.4 (a)) was acquired
with the ROSIS hyperspectral sensor in Pavia, Italy. The scene consists of a 610 × 340 pixel
hyperspectral image with 103 spectral bands containing 9 not mutually exclusive classes, with
the classification accuracy and classification quality being measured on those 9 classes.

We use model the classes with a sparse Multinomial Logistic Regression (MLR) using the
LORSAL algorithm [96] to estimate the class probabilities and using a Radial Basis Function
(RBF) kernel, following the approach in [96]. Our training set is composed of 50 samples per
class, and is used to train the LORSAL classifier. The result of the classification is present in
Fig. 5.4 (d), were we achieve 83.80% overall accuracy.

As the most common superpixelization methods are tailored for segmentation of RGB im-
ages, the superpixelization is applied to the false color composition of the hyperspectral image
(Fig. 5.4 (a)) instead of the original 103 spectral band hyperspectral image. To obtain the graph-
defining oversegmentations for SegSALSA-GTV, we use the SLIC [84] algorithm to obtain over-
segmentations. As seen in Fig.5.4 (c), we obtain oversegmentations at multiple scales, meaning
that we have multiple graphs, each at a different scale.

Results and comparison

In Fig. 5.5, we show the application of the family of SegSALSA algorithms to hyperspectral
image classification. We use, separately, VTV, STR, and GTV priors, and also combinations
of the priors, where we have simultaneously two priors in action VTV+GTV, STR+GTV, and
STR+VTV.

1We thank Prof. Gamba for providing the ROSIS Pavia data set to the hyperspectral community.
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(a) False color composition (b) Ground truth

(c) Segmentations (d) MAP classification

Figure 5.4: Example of supervised segmentation of hyperspectral images. (a) False color com-
position, (b) ground truth, (c) multiple oversegmentations using SLIC, and MAP classification
(83.80% accuracy).
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(a) SegSALSA-VTV (b) SegSALSA-GTV (c) SegSALSA-STR

(d) SegSALSA-VTV+GTV (e) SegSALSA-STR+GTV (f) SegSALSA-STR+VTV

Figure 5.5: Application of SegSALSA to hyperspectral image classification. (a) SegSALSA-
VTV (93.35% accuracy), (b) SegSALSA-GTV (94.38% accuracy), (c) SegSALSA-STR (91.45%
accuracy), (d) SegSALSA-VTV+GTV (95.30% accuracy), (e) SegSALSA-GTV+STR (94.05%
accuracy), (f) SegSALSA-VTV+STR (92.81% accuracy).
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5.9.3 Histopathology images
The third task corresponds to the classification of histopathology images. To this extent, we
apply SegSALSA-VTV, SegSALSA-GTV and a combination of both, SegSALSA-VTV+GTV,
to the classification of Hematoxylin and Eosin (H&E) stained teratoma images, while exploring
local and nonlocal similarity graphs.

Experimental setup

H&E stained teratoma images are acquired by use of light-field microscopy on slices of ter-
atoma tissue. Teratomas are tumors that spawn from unregulated cell-growth through inhibition
of cell signaling processes. This results in a large variety of tissues that originate from the
three germ-layers (endoderm, mesoderm and ectoderm). These slices are stained with two dyes,
Hematoxylin and Eosin, that have different affinities to the chemical composition of the tissues.
Hematoxylin stains the tissues in a dark violet or blue color and has a high affinity to acidic and
negatively charged chemical components, whereas Eosin stains the tissues in a red or pink color
and has a high affinity for basic and positively charged components.

(a) (b)

(c) (d)

Figure 5.6: Example of supervised segmentation of histopathology data. (a) H&E stained image
and (b) ground truth: background (dark blue), bone (light blue), mesenchyme (dark red), cartilage
(green), and fat (orange). (c) Local segmentation with SLIC, and (d) nonlocal segmentation using
the Winner Take All hash on the H&E vocabulary features.
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The H&E data set we use consists of 36 images, 1200× 1600 pixels, imaged at 40× magni-
fication, with the ground truth delineated by histopathologists [7]2.

Whereas significant work exists on the use of features that translate the expert knowledge of
histopathologists, an H&E vocabulary [97–99], these features suffer from lack of spatial reso-
lution. Their computation is based on very strong filtering processes that remove a significant
portion of spatial information. To circumvent the loss of spatial information associated with use
of the H&E vocabulary, we use as features 2 × 2 patches of the image. This means that instead
of working with a 1200 × 1600 × 3 image, we are working with a 600 × 800 × 12 image. We
use model the classes with a sparse Multinomial Logistic Regression (MLR) using the LORSAL
algorithm [96] to estimate the class probabilities and using a Radial Basis Function (RBF) ker-
nel, following closely the approach in [96]. Our training set is composed of 200 patches per class
(from a total of 480000 patches per image), and is used to train the LORSAL classifier.

(a) MAP classification (b) SegSALSA-VTV

(c) SegSALSA-VTV+(local)GTV (d) SegSALSA-VTV+(local&nonlocal)GTV

Figure 5.7: Example of application of SegSALSA family of algorithms in H&E image classifica-
tion. (a) MAP classification (53.35% accuracy), (b) SegSALSA-VTV (68.94%), (c) SegSALSA-
VTV+(local)GTV (74.39%), and (d) SegSALSA-VTV+(nonlocal&local)GTV (76.25%).

2We thank Dr. John Ozolek and Dr. Carlos Castro for providing the H&E data set.
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To obtain the graph-defining local oversegmentations for SegSALSA-GTV (Fig.5.6 c), we
use the SLIC [84] algorithm to obtain oversegmentations.

To obtain a graph-defining nonlocal oversegmentation for SegSALSA-GTV (Fig.5.6 d), we
use the H&E vocabulary features [97–99] and extract similarity using a Winner Take All (WTA)
hash process [85]. With the WTA, significant performance in similarity-based methods can be
achieved [100] at a very reduced computational cost. Furthermore, the WTA hash has been
successfully used on unsupervised segmentation of H&E data [101].

Results and comparison

In Fig 5.7, we show the application of SegSALSA-VTV and also combinations of the VTV
and GTV priors using local and nonlocal similarity graphs. From a 53.35% pixelwise accuracy
obtained by the MAP classification, with no context, we are able to achieve 76.25% by using
SegSALSA with VTV and GTV (local and nonlocal) priors. This illustrates the flexibility of
the SegSALSA family, namely the SegSALSA-GTV algorithm, to include multiple concepts of
context through the use of local and nonlocal similarity graphs.

5.10 Concluding remarks
In this chapter, we presented family of algorithms for classification with context that sidestep
from the discrete nature of the optimization problems associated with context. This can be
achieved with the reformulation of the MAP problem as a convex marginal MAP problem on
a continuous field that drives the discrete labels. The use of hidden fields provides an addi-
tional degree of freedom on the selection of the priors. We also show three members of the
SegSALSA family, according to the concept of prior applied on the hidden field: SegSALSA-
VTV, SegSALSA-STR, and SegSALSA-GTV; and their application to multiple image classifi-
cation applications.
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Chapter 6

Classification with context and rejection

classifier classification robust classification 
with context and rejection 

context 
rejection 

context 
rejection 

classifier 
classification robust classification 

with context and rejection 

Figure 6.1: Robust classification with context and rejection of the well-posed companion prob-
lem (top) and of the ill-posed companion problem (bottom).

With classification with context described in Chapters 3 and 5, and classification with re-
jection described in Chapters 2 and 4, we are now ready to combine both context and rejection
to achieve robust classification systems, as illustrated in Fig 6.1. In this chapter we present the
general architecture for robust classification systems with context and rejection. The key fea-
ture of the architectures for robust classifiers resides in the way context and rejection interact.
There are interesting trade-offs in the different architectures in terms of computational speed and
ease to change the rejected fraction of robust classification, as well as in the optimality of the
classifications themselves.

In Section 6.1, we present the general architecture for classification with context and re-
jection. In Sections 6.2 and 6.3, we describe architectures based on the joint and sequential
computation of context and rejection, respectively. In Section 6.4, we reformulate the joint and
sequential architecture in terms of an energy minimization problem defined on graphs and char-
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acterize the behavior of the solutions. Section 6.5 concludes this chapter.

6.1 General architecture for classification with context and
rejection

We illustrate the general architecture for classification with context and rejection in Fig 6.2. This

context	

rejec*on	

classifier	 robust	
classifica*on	

Figure 6.2: General architecture for classification with context and rejection.

general architecture can be formulated as general energy minimization problem defined on a
graph that represents the structure of the image. Let G = (S, E) denote a graph, where S is the
set of nodes (we consider at this point a one-to-one connection between graph nodes and image
pixels) E the set of edges (encoding the structure of the image), and L′ denote the extended set
of labels that includes rejection. We can formulate the general architecture for classification with
context and rejection as the following optimization

arg min
yG∈L′|S|

E(yG) = arg min
yG∈L′|S|

Ed(yG)

︸ ︷︷ ︸
rejection

+

context︷ ︸︸ ︷
Es(yG), (6.1)

where Ed is a data fit term that associates the labeling with the output of the classifier and corre-
sponding rejector, andEs an interaction term that promotes context-aware labellings, for example
through the promotion of spatially consistent labellings.

6.2 Joint context and rejection
The simplest form to combine context and rejection is through their joint computation, as illus-
trated in Fig. 6.3. This problem can be formulated as the optimization problem in 6.1. Rejection
is included as an extra class, K + 1, belonging to the extended label set L′, and the data term is
such that the energy associated with the ith node being assigned the kth label is

Ed(yi = k) =

{
− ln(p(yi = k|xi)) if k ∈ L,
− ln(ρi) if k = K + 1,

(6.2)
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Figure 6.3: Joint architecture for classification with context and rejection.

where ρi denotes the likelihood that the ith node is rejected. This means that rejection is modeled
as a probability of classifier failure.

As we will see in section 6.4, this formulation achieves an optimal labeling of the prob-
lem (6.1). However, a significant drawback exists: it is not possible to define a priori how much
rejection is obtained. This means that any change in the value of rejection requires the recompu-
tation of context. In Chapters 7 and 8 we present examples of robust classification systems based
on a joint context and rejection architecture.

6.3 Sequential context and rejection

As discussed previously, the joint context and rejection approach has a significant drawback with
respect to the inability to define a priori the amount of rejection obtained. To mitigate this, we
can combine context and rejection sequentially, as illustrated in Fig. 6.4. This problem can be

context	

rejec*on	

classifier	 robust	
classifica*on	

Figure 6.4: Sequential architecture for classification with context and rejection.

formulated as the following two-step optimization,

ŷC ∈ arg min
yG∈L|S|

Ed(yG) + Es(yG), (6.3)

ŷC→R ∈ arg min
yG∈M

Ed(yG) + Es(yG), (6.4)

79



where M = {ŷC} ∪ {K + 1}|S|. This means that (6.3) amounts to solving the context only
problem (withK labels), and (6.4) amounts to solving a rejection problem only, a binary problem
where each node i can either be rejected, or maintain the label assigned in (6.3). The data fit term
can be defined exactly as in (6.2).

This formulation approaches the optimization (6.1) in an approximate way, first solving a K
label problem of classification with context, and then solving a binary rejection problem with
no context. We derive, in section 6.4, approximation bounds that relate the sequential and the
joint approaches. A significant advantage of this architecture is that the rejection amount can be
defined after the computation of context, which means that context only has to be computed once.
However, it requires a method to obtain a degree of confidence associated with classification
with context for each node, which might not be achievable in many algorithms for computing
classification with context. In Chapter 8, we present an algorithm for robust classification based
on a sequential context and rejection architecture that uses SegSALSA (described in Chapter 5)
to compute context, with the hidden field providing the confidence associated with classification
with context.

6.4 Theoretical results
There is an interesting trade-off between the use of joint context and rejection architectures and
sequential context and rejection architectures in terms of how the optimization (6.1) is solved.
Whereas joint context and rejection solves it in a single problem, sequential context and rejection
solves it in two sequential problems: first context, then rejection. In this section we derive
properties of these solutions and compare their structure to the structure of a classification with
context only solution.

We revisit the energy based formulation in (6.1), and define an energy function E with regard
to a labeling yG on the graph G as:

E(yG) = Ed(yG) + Es(yG) =
∑

i∈S

Ed(yi) +
∑

{i,j}∈E

EI(yi,yj), (6.5)

where Ed(yi) ≥ 0 denotes the data fit term, and EI(yi,yj) ≥ 0 denotes the contextual interac-
tions between pixels i and j.

Let us consider a partition of the graph G in two subgraphs A and B, as seen in Fig. 6.5,
such that G = (S, E) = (SA ∪ SB, EA ∪ EB ∪ EA,B). We have that SA corresponds to the set of
nodes that belong toA, EA is the set of edges such that both nodes belong to the set SA, and EA,B
denotes the set of all edges such that one of the nodes belongs to the SA and the other to SB. We
can represent the energy of a labeling yG defined on the graph G by the sum of the energies of its
subgraphs A and B,

E(yG) = E(yA∪B) =
∑

i∈A∪B

Ed(yi) +
∑

{i,j}∈EA∪EB∪EA,B

EI(yi,yj) =
∑

i∈A

Ed(yi) +
∑

i∈B

Ed(yi)+

∑

{i,j}∈EA

EI(yi,yj) +
∑

{i,j}∈EB

EI(yi,yj) +
∑

{i,j}EA,B

EI(yi,yj).

80



G A

B

E(yG)

E(yA)

E(yB)

EI(yA,yB)

+

+

+

Figure 6.5: Decomposition of energy function of labeling defined on a graphE(yG). The energy
is the sum of the energies in subgraphs E(yA), E(yB) and in subgraph interface.

This energy can be further rearranged as a sum of the energy of the labeling on each of the
subgraphs and an interface term

E(yA∪B) =
∑

i∈A

Ed(yi) +
∑

{i,j}∈EA

EI(yi,yj)

︸ ︷︷ ︸
E(yA)

+
∑

i∈B

Ed(yi) +
∑

{i,j}∈EB

EI(yi yj)

︸ ︷︷ ︸
E(yB)

+

+
∑

{i,j}EA,B

EI(yi,yj)

︸ ︷︷ ︸
EI(yA,yB)

= E(yA)︸ ︷︷ ︸
energy subgraphA

+ E(yB)︸ ︷︷ ︸
energy subgraph B

+ EI(yA,yB)︸ ︷︷ ︸
interface subgraphsA and B

.

Let y∗ denote a global optimal labeling of the graph G = (A ∪ B, EA ∪ EB ∪ EA,B),

y∗ ∈ arg min
yG∈L|A∪B|

E(yG), (6.6)

and E(yB|y∗A) denote the energy of a labeling yB on the subgraph B given that on the subgraph
A we have the labeling y∗A. We define a solution y∗B to be locally optimal in the subgraph B with
regard to the subgraph A and its labeling y∗A if

y∗B =∈ arg min
yB∈L|B|

E(yB|y∗A) = arg min
yB∈L|B|

E(yB) + EI(yB,y
∗
A) (6.7)

By decomposing the energy function across the subgraphs and the interfaces between sub-
graphs, we have that any globally optimal solution y∗G on a graph is also a locally optimal solution
on any of its subgraph.
Lemma 1. Given a global optimal labeling y∗G on the graph G, for any subgraph (A, EA) of G,
y∗G is also locally optimal in (A, EA) given the labeling y∗G on the rest of the graph.
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Proof. Let us consider a partition of the graph G in two subgraphs containing the set of nodes A
and B, such that yG = yA ∪ yB. As y∗G = y∗A ∪ y∗B is a globally optimal labeling, we have that

E(y∗A ∪ y∗B) =

E(y∗A|y
∗
B)︷ ︸︸ ︷

E(y∗A) + EI(y
∗
A,y

∗
B) +E(y

∗
B)

=E(y∗A|y∗B) + E(y∗B) ≤ E(y), for all y ∈ L|A∪B|. (6.8)

If E(y∗A|y∗B) is not a local optimal labeling, then there exists a labeling wA such that

E(wA|y∗B) < E(y∗A|y∗B).

This means that

E(wA|y∗B) + E(y∗B) < E(y∗A|y∗B) + E(y∗B) ⇐⇒ E(wA ∪ y∗B) < E(y∗A ∪ y∗B),

which contradicts (6.8).

6.4.1 Classification with context and rejection as energy functions on a
graph

Considering the set of labelsL = {1, . . . , K} and the extended set of labelsL′ = {1, . . . , K,K+
1} including the K+1 rejection class, we have that the following labellings minimize the energy
function E on the graph G.
• Classification with context

ŷC ∈ arg min
yG∈L|S|

E(yG), (6.9)

• Joint context and rejection

ŷC+R ∈ arg min
yG∈L′|S|

E(yG). (6.10)

Given the classification with context ŷC in (6.9), letM = {ŷC}|S| ∪ {K + 1}|S| denote a binary
search space (for each node i, either assign the label of the ith node of ŷC or K + 1), we can
obtain an approximation for the solution in L′ in (6.10) by extending the solution ŷC as follows,
• Sequential context and rejection

ŷC→R ∈ arg min
yG∈M

E(yG), (6.11)

this is, for each node i, either the label of the classification with context ŷC is assigned, or the
node is rejected (K + 1).
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Ordering of solutions

Because the problem of classification with context and the problem of classification with context
and rejection (with joint and sequential architectures) correspond to optimizations with the same
objective function and nested feasibility sets, we can order the solutions according to the energy
value of their optimal solution.

Theorem 3. Let ŷC , ŷC+R, and ŷC→R denote the labellings resulting from classification
with context, classification with joint context and rejection, and classification with sequential
context and rejection, respectively. If the interaction between rejected and nonrejected labels
is class-blind,

EI(yi, K + 1) = EI(yj, K + 1), for all yi,yj 6= K + 1,

then we have that
E(ŷC+R) ≤ E(ŷC→R) ≤ E(ŷC). (6.12)

Proof. We start by showing that E(ŷC+R) ≤ E(ŷC→R). As ŷC+R is a globally optimal labeling,
we have that

E(ŷC+R) ≤ E(y), for any y ∈ L′|S|,
This means that, because ŷC→R ∈ L′|S|,

E(ŷC+R) ≤ E(ŷC→R).

On the other hand, we have that ŷC ∈M|S| asM = {ŷC}|S| ∪ {K + 1}|S|, and that

E(ŷC→R) ≤ E(y), for any y ∈M|S|, (6.13)

which leads to
E(ŷC→R) ≤ E(ŷC).

6.4.2 Graph partitioning - context only versus joint context and rejection
Let us consider the following partitions of the graph G based on the relation between the classi-
fication with context ŷC and the classification with joint context and rejection ŷC+R:

α ={i : ŷ(C+R)i
= ŷCi},

β ={i : ŷ(C+R)i
= K + 1},

γ ={i : ŷ(C+R)i
6= K + 1 ∩ ŷ(C+R)i

6= ŷCi},

which means that α is the subset of nodes where the labels are the same for classification with
context and for classification with joint context and rejection, β is the subset of nodes that are
rejected by classification with joint context and rejection, and γ is the subset of nodes where
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ŷC ŷC+R ŷC!R

↵

�

�

↵↵↵

↵↵

↵

↵

↵

↵

↵

�

� �

Figure 6.6: Example of the partitions of graph in (α, β, γ) according to the differences between
classification with context and classification with joint context and rejection. The green node (γ)
is influenced by the light-blue label in ŷC and in ŷC→R and so it remains light blue, whereas in
ŷC+R it is no longer influenced by the light-blue label and it changes to the green label.

the labels change between classification with joint context and classification with context and
rejection, without being rejected.

The structure of the subgraph defined by the subset γ is of particular interest, as it represents
the core difference between classification with joint context and rejection and classification with
sequential context and rejection, as seen in Fig. 6.6. The nodes in γ correspond to nodes where
rejection changes the contextual result. Whereas in classification with sequential context and
rejection the nodes that are rejected influence the neighboring nodes with their previous label, in
classification with joint context and rejection the nodes that are rejected influence the neighboring
nodes with the rejected label.

6.4.3 Approximation bounds for classification with sequential context and
rejection

The partition of the graph G on (α, β, γ) subgraphs allows us to bound the energy of classification
with sequential context and rejection.

Theorem 4. The difference in the energy of the labellings ŷC→R and ŷC+R is bounded by

0 ≤ E(ŷC→R)− E(ŷC+R) ≤ min{E(ŷCγ |ŷ(C+R)α
)− E(ŷ(C+R)γ

|ŷ(C+R)α
),

E(ŷCβ,γ |ŷ(C)α
)− E(ŷ(C+R)β,γ

|ŷ(C+R)α
)}.

Proof. From (6.12), we have that

0 ≤ E(ŷC→R)− E(ŷC+R) ≤ E(ŷC)− E(ŷC+R) =

E(ŷCβ,γ |ŷ(C)α
) + E(ŷ(C)α

)− E(ŷ(C+R)β,γ
|ŷ(C+R)α

)− E(ŷ(C+R)α
) =

E(ŷCβ,γ |ŷ(C)α
)− E(ŷ(C+R)β,γ

|ŷ(C+R)α
).

Let ŷ′CR denote an hybrid solution between classification with context and classification with
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joint context and rejection such that

ŷ′CR,i =





ŷC+R,i if i ∈ α,
ŷC+R,i if i ∈ β,
ŷC,i if i ∈ γ.

As ŷ′CR ∈M|S|, we have by (6.13) that

E(ŷC→R) ≤ E(ŷ′CR).

This means that

E(ŷC→R)− E(ŷC+R) ≤ E(ŷ′CR)− E(ŷC+R) =

E(ŷ′CR)︷ ︸︸ ︷
E(ŷ′(CR)γ

|ŷ′(CR)α∪β
) + E(ŷ′(CR)α∪β

)

−E(ŷC+R)︷ ︸︸ ︷
−E(ŷ(C+R)γ

|ŷ(C+R)α∪β
)− E(ŷ(C+R)α∪β

) =

E(ŷ′(CR)γ
|ŷ′(CR)α∪β

)− E(ŷ(C+R)γ
|ŷ(C+R)α∪β

) =

E(ŷ′(CR)γ
|ŷ′(CR)α

) + EI(ŷ
′
(CR)γ

, ŷ′(CR)β
)

−E(ŷ(C+R)γ
|ŷ(C+R)α

)− EI(ŷ(C+R)γ
, ŷ(C+R)β

) = (6.14)

E(ŷ′(CR)γ
|ŷ′(CR)α

)− E(ŷ(C+R)γ
|ŷ(C+R)α

),

where (6.14) results from the definition of β as the subgraph composed of rejected nodes and
from the assumption that the interaction between rejected and nonrejected labels is class-blind.

6.4.4 Structure of the (α, β, γ) partition
Let us consider a rearranging of the (α, β, γ) partition of the graph into

α
⋃

j

{βj γj},

as illustrated in Fig.6.7. This graph is such that γ =
⋃
j{γj} and β =

⋃
j{βj}. Furthermore, for

all pairs of nodes (k1, k2) such that k1 ∈ {βi, γi} and k2 ∈ {βj, γj}, if i 6= j, then there is no
path between any node from k1 and any node from k2 that does not contain a node from α, as
illustrated in Fig.6.7 (b).

With this reformulation of the (α, β, γ) we can show that, by going from classification with
context ŷC to classification with joint context and rejection ŷC+R, nodes / pixels can only change
their label (between different labels corresponding to nonrejection) if they are in contact with
nodes / pixels that will become rejected.
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Figure 6.7: Restructuring of the (α, β, γ) partition.

Theorem 5. For each {βi, γi}, if γi is nonempty, then βi is nonempty.

Proof. Let us assume that it exists a j such that γj is nonempty and βj is empty. This means that,

ŷ(C+R)γj
∈ arg min

yγj∈L
′|γj |

E(yγj |ŷ(C+R)α
) =

arg min
yγj∈L

′|γj |
E(yγj |ŷ(C)α

) = ŷ(C)γj
.

By definition of γ, for all node i ∈ γ, ŷ(C)γi
6= ŷ(C+R)γi

, which is a contradiction.

6.5 Concluding remarks
In this chapter, we presented the general architecture for robust classification system with context
and rejection. The behavior of such system depends on the interaction between context and re-
jection. We presented two architectures for classification with context and rejection based on the
joint computation of context and rejection, and based on the sequential computation of context
and rejection. There are drawbacks and advantages associated with each of the formulations:
a joint computation can achieve better solutions at the expense of an increase in the compu-
tation burden and difficulty to define precise values of rejected fraction, whereas a sequential
computation can achieve faster solutions at the expense of solving an approximate problem. By
formulating this architectures are energy optimization problems defined on a graph, we were able
to provide approximation bounds for the sequential architecture, and derive the general structure
of labellings resulting from the joint computation of context and rejection when compared to
labellings resulting from the computation of context only.
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Chapter 7

ICRCI algorithm

7.1 Introduction

As discussed in Chapter 1, in many classification problems, the cost of creating a training set
that is statistically representative of the input dataset is often high. This is due to the required
size of the training set, and the difficulty of obtaining a correct labeling resulting from unclear
class separability and the possibility of presence of unknown classes. In this chapter, we are
motivated by the need for automated tissue identification (classification) in images from H&E
stained histopathological slides [6, 97–99]. H&E staining is used both for diagnosis as well as
to gain a better understanding of the diseases and their processes, consisting of the sequential
staining of a tissue with two different stains that have different chemical affinities to different
tissue components.

The following characteristics of H&E image classification make this problem an ideal candi-
date the use of robust classification using context and rejection:
• The classification is not directly based on the observation of pixel values but on higher-

level features;
• The characteristics of the image make it impossible to have access to pixelwise ground

truth, leading to small, unbalanced, noisy, or incomplete training sets;
• The pixels may belong to unknown classes;
• The classification accuracy at pixels belonging to interesting or known classes is more

important than the classification accuracy at pixels belonging to uninteresting or unknown
classes;

• The need for high accuracy surpasses the need to classify all the samples.

7.1.1 Classification with rejection Using contextual information

The proposed framework, shown in Fig. 7.1, combines classification with rejection with clas-
sification with contextual information. This approach allows for not only rejecting a sample
when the information is insufficient to classify, but also for not rejecting a sample when an “ed-
ucated guess” is possible based on neighboring labels (local and nonlocal from the spatial point
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Figure 7.1: General diagram of classification system with rejection using contextual information.
Each gray block is discussed in a separate section: similarity analysis in Section 7.3, expert
classification in Section 7.4, and contextual rejection in Section 7.5.

of view). We do so by transforming the soft classification (posterior distributions) obtained by
an expert classifier into a hard classification (labels) that considers both rejection and contextual
information.

An expert classifier is designed based on application-specific features and a similarity graph
is constructed representing the underlying multiscale structure of the data. The classification risk
from the expert classifier is computed and the rejection is introduced as a simple classification
risk threshold rule in an extended risk formulation. This formulation consists in a MAP inference
problem defined on the similarity graph, thus combining rejection and contextual information.

Compared with classification with rejection only, our approach has an extra degree of com-
plexity: the rejection depends not only on a rejection threshold for the classification but also
on a rejection consistency parameter. By imposing a higher rejection consistency, the rejected
samples become rejection areas (that is, a nonrejected sample surrounded by rejected samples
will tend to be rejected too), which is meaningful in the task of image classification.

Compared with classification with contextual information only, this problem is of the same
complexity, as the rejection can be treated as an extra class, and class-specific transitions can be
easily modeled. However, as this is an approach based on the joint computation of context and
rejection, changes in the amount of rejection lead to a need to recompute context.

7.1.2 Chapter outline

In Section 7.2, we describe the background for this robust classification framework: partitioning,
feature extraction, and classification. In Section 7.3, we explore the similarity analysis block
of the framework and the design of a multilevel similarity graph that represents the underlying
structure of the data. In Section 7.4, we describe the elements of the expert classification block
of the framework not described in the background. We introduce the rejection as a mechanism
for handling the inability of the classifier to correctly classify all the samples. In Section 7.5, we
combine the expert classification and the multiscale similarity graph in an energy minimization
formulation to obtain robust classification with rejection using contextual information. In Sec-
tion 7.6, we apply the framework to the classification of H&E-stained teratoma tissue images.
Section 7.7 concludes this chapter.
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7.2 Background
Let S = {1, . . . ,m} denote the set of pixel locations, xi ∈ Rd denote an observed vector at
pixel i ∈ S, I = [x1,x2, . . . ,xm] ∈ Rd×m denote an observed image, P = {p1, . . . ,pn} denote
a partition of S, V = {1, . . . , n} denote a set indexing the elements of the partition P termed
superpixels, and E denote a set indexing pairs of neighboring superpixels. Given that P is a
partition of S, then pi ⊂ S, for i ∈ V , pi ∩ pj = ∅ for i 6= j ∈ N , and ∪ni=1pi = S. We note
that in this formulation, we do not have a one-to-one connection between image pixels and graph
nodes, such connection exists only between the partition elements and the graph nodes.

7.2.1 Partitioning
To decrease the dimensionality of the problem, and thus the computational burden, we partition
the set of pixel locations S into a partition P , allowing for the efficient use of graph-based
methods. The partitioning of the image is performed by oversegmentation creating superpixels
as described in [83]. This method, as is typical in most oversegmentation techniques, aims
at maintaining a high level of similarity inside each superpixel and high dissimilarity between
different superpixels.

Because of how the superpixels are created (measuring the evidence of a boundary between
two regions), there is a high degree of inner similarity in each partition element; the elements
of a superpixel will very likely belong to the same class. The major drawback of using this
partitioning method is that the partition elements are highly nonuniform in terms of shape. This
results of a trade-off between the regularity of the shape and the difference between the similarity
inside the superpixel and dissimilarity between different superpixels.

7.2.2 Features
We use two kinds of features: (1) application-specific features encode expert knowledge and
are used to classify each partition element, and (2) generic similarity features represent low-
level similarities of the image and are used to assess the similarity among the partition elements.
From each partition element pi, we extract statistics of the application-specific features and of
the similarity features (from all pixels belonging to the same partition element), mapping from
features defined on an image pixel space to features defined on an image partition space.

As application-specific features we use the histopathology vocabulary (HV) [97–99]. These
features emulate the visual cues used by expert histopathologists, and are thus physiologically
relevant. From the HV, we use nucleus size (1D), nucleus eccentricity (1D), nucleus density
(1D), nucleus color (3D), red blood cell coverage (1D), and background color (3D). As similarity
features we simply use the color of each partition in the RGB space. The similarity features
reflect intra-tissue similarities not considered by the application-specific features.

7.2.3 Classification
Given the partition P and the associated feature matrix F = [f1, . . . , fn], with fi ∈ Rm the m-
dimensional application-specific features, we wish to classify each partition element pi ∈ P into
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a single class. We do so by assigning to it a label yi ∈ L = {1, . . . , N} representative of its
class. This assignment is performed by computing MAP labeling

ŷ ∈ arg max
y∈Ln

p(y|F). (7.1)

We note that under the assumption of conditional independence of features given the labels
p(y|F) =

∏
i∈S p(yi|fi) and of equiprobable class probabilities p(yi) = p(yj), for all i, j ∈ V ,

we can reformulate the MAP formulation in (7.1) as

ŷ ∈ arg min
y∈Ln

∑

i∈V

− log p(yi|fi)− log p(y). (7.2)

For the posterior p(y|F) we adopt the DRF model [42],

p(y|F) ∝ exp

(
− (1− α)

∑

i∈V

D(yi, fi)− α
∑

{i,j}∈E

V{i,j}(yi,yj)

)
, (7.3)

where −D(yi, fi) is the association potential (corresponding data-fit energy term Ed)), which
links discriminatively the label yi with the feature vector fi, −V{i,j}(yi,yj) is the interaction
potential (corresponding to the interaction potential EI), which models the spatial contextual
information, and α ∈ [0, 1] is a regularization parameter that controls the relative weight of
the two potentials. The posterior (7.3) is a particular case of the DRF class introduced in [42],
because the association potential does not depend on the partition elements. The DRF model used
constitutes an excellent trade-off between model complexity and goodness of the inferences, as
shown in Section 7.6.

To completely define (7.3), we need to specify the association potential D and the interaction
potential V{i,j}. In this framework, we start from the assumption thatD(yi, fi) = − log p(yi|fi,W),
resulting from (7.2) and (7.3), where p(yi|fi,W) is the MLR [102] parameterized with the ma-
trix of regression coefficients W, and −V{i,j}(yi,yj) = wijδyi,yj , where wij ≥ 0 is a weight
to be defined later, and δi,j is the Kronecker delta function. This class of association potentials,
which define a MLL-MRF prior [55], promotes neighboring labels of the same class.

Multinomial logistic regression

Let k(f) = [k0(f), . . . , kq(f)]
T denote a vector of nonlinear functions ki : Rm → R, for i =

0, . . . , q, with q the number of training samples and with k0 = 1. The MLR models the a
posteriori probability of yi ∈ L given f ∈ Rm as

p(yi = l|f ,W) =
ew

T
l k(f)

∑N
j=1 e

wT
j k(f)

, (7.4)

where W = [w1, . . . ,wN ] ∈ R(q+1)×N the matrix of regression coefficients. Given that p(yi|f ,W)
is invariant with respect to a common translation of the columns of W, we arbitrarily set wN = 0.
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Learning the regression coefficients W

Our approach is supervised; we can thus split the dataset into a training set {(yi, fi), i ∈ T },
where T ⊂ V is a set indexing the labeled superpixels, and the testing set {fi, i ∈ V − T }.Based
on these two sets and on the DRF model (7.3), we can infer matrix W jointly with the MAP
labeling ŷ.

Aiming at a lighter procedure to learn the matrix W, we adopt the sparse multinomial lo-
gistic regression (SMLR) criterion introduced in [103], which, fundamentally, consists in setting
α = 0 in (7.3), disconnecting the interaction potential, and computing the MAP estimate of W
based on the training set and on a Laplacian independent and identically distributed prior for the
components of W. We are then led to the optimization

Ŵ ∈ arg max
W

l(W) + log p(W), (7.5)

with l(W) =
∑

i∈T log p(yi|fi,W) the log-likelihood, and p(W) ∝ e−λ‖W‖1,1 the prior, where
λ is the regularization parameter and ‖W‖1,1 denotes the sum of the `1 norm of the columns of
the matrix W. The prior p(W) promotes sparsity in the components of W, avoiding overfitting
and improving the generalization capability of the classifier, mainly when the training set is
small [103]. The sparsity level is controlled by the parameter λ.

LORSAL

We use the LORSAL algorithm (see [96]) to solve the optimization (7.5), by approximating l(W)
by a quadratic upper bound [102] and solving the sequence of `2-`1 minimization problems with
the ADMM [104].

Given the training set, a RBF is a possible choice of function in the vector of nonlinear
regression function k used in (7.4), which allows us to obtain a training kernel (computed by
a RBF kernel of the training data). This allows us to deal with features that are not linearly
separable. With both the regressor matrix W and the nonlinear regression function k defined, we
obtain the class probabilities from the MLR formulation in (7.4).

7.2.4 Computing the MAP labeling

From (7.3), we can write the MAP labeling optimization as

arg min
y∈Ln

(1− α)
∑

i∈V

D(yi) + α
∑

{i,j}∈E

V{i,j}(yi,yj). (7.6)

This is an integer optimization problem, which, as discussed in Chapter 3 is NP-hard for most
interaction potentials promoting piecewise smooth segmentations.

We thus find an approximate solution to this problem by using the graph-cut α-expansion
algorithm [47, 51, 69] described in section 3.5.1. With the constraint that V{i,j} is metric in the
label space, the local minimum found by α-expansion is within a known factor of the global
minimum of the labeling.
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7.3 Similarity analysis
Similarity analysis is the first step (see Fig. 7.1) of the proposed approach. To represent simi-
larities in the image, we construct a similarity multiscale graph by (a) partitioning the image at
different scales and (b) finding both local and multiscale similarities. The partitioning of the im-
age at each scale is computed from the oversegmentation that results from using superpixels [83].
The different scales used for partitioning reflect a compromise between computational cost asso-
ciated with large multiscale graphs, and the performance gains achieved by having a multiscale
graph that correctly represents the problem. The construction of a similarity multiscale graph (as
exemplified in Fig. 7.2) allows us to encode local similarities at the same scale, and similarities at
different scales. The edges of the similarity multiscale graph define the cliques present in (7.3).
This knowledge can be used to improve the performance of the classification, as neighboring and
similar partitions are likely to belong to the same class.

(a) Multiscale partition (b) Multiscale graph

Figure 7.2: Example of multiscale partition and resulting multiscale graph. Nodes are denoted
by circles, intrascale edges by dashed gray lines, interscale edges by black lines, and scale by the
planes.

7.3.1 Multiscale superpixels
We obtain a multiscale partitioning of the image by computing superpixels at different scales,
that is, selecting increasing minimum superpixel sizes (MSS) for each superpixelization. This
leads to multiple partitions in which the minimum number of pixels in each partition element is
changed, corresponding to a scale of the partition. The scale selection must achieve a balance
between spatial resolution and representative partition elements (with sufficient size to compute
the statistics on the features).

7.3.2 Design of the similarity multiscale graph
The design of the similarity multiscale graph is performed in three steps:
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1. compute a graph for each single scale partition;

2. connect the single scale partition graphs;

3. compute similarity-based edge weight assignment and prune edges.
The main idea is that a partition will have an associated graph. By combining partitions with
different scales (an inverse relation exists between the number of elements of a partition of an
image and the scale associated with that partition), we are able to combine graphs with different
scales. This is the fundamental ideal of the multiscale graph.

Single scale graph as a subgraph of the multiscale graph

Let us consider Ps(I) =
⋃
i{psi}, the set of partition elements psi obtained by partitioning of the

image I at scale s. We associate a node nsi to each partition element psi ∈ Ps(I) and defined the
set of nodes at scale s as

Vs =
⋃

i

{nsi}.

There is a one-to-one correspondence between partition elements psi and nodes nsi . For each
pair of adjoint partition elements (partition elements that share at least one pixel at their bound-
ary) at scale s, (psi ,p

s
j), we create an undirected edge between the corresponding nodes. We have

that the set of intrascale edges at scale s is

Es =
⋃

i

⋃

j∈N (nsi )

{(nsi , nsj)},

where N s(nsi ) is the set of neighbor nodes of nsi , that is, the set of nodes that correspond to the
partitions adjoint to the partition psi . Let Gs = (Vs, Es) denote the graph associated to scale s.
The union, for all scales, of the single scale graphs, that is,

⋃

s

Gs =
⋃

s

(Vs, Es)

is itself a graph that represents the multiscale partitioning of the image, without edges existing
between nodes at different scales.

Multiscale edge creation

The multiscale graph is obtained by extending the union of all single-scale graphs
⋃
s Gs to

include interscale edges. For s′ > s, let η(nsi , s
′) be a function returning a node at scale s′ such

that, for j = η(nsi , s
′), we have ps′j ∩ psni 6= ∅; that is, j = η(nsi , s

′) is a node at scale s′ whose
corresponding partition element ps′j has non empty intersection with the partition element psni .
Based on this construction, a partition element cannot be related to two or more different larger
scale partition elements but can be related to multiple lower level partition elements. Let E(s,s+1)

be the set of edges between nodes in Vs and Vs+1; we have that

E(s,s+1) =
⋃

i

⋃

j=η(nsi ,s+1)

{(nsi , ns+1
j )}.
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The set E(s,s+1) contains edges between adjacent scales, connecting the finer partition at a lower
scale to the coarser partition that a higher scale. A node at scale s has exactly one edge connecting
to a node at scale s+ 1 and at least one edge connecting to a node at scale s− 1.

Considering a set of scales S, we have that the multiscale graph G resulting from the multi-
scale partitioning is

G =




|S|⋃

s=1

Vs
︸ ︷︷ ︸

nodes

,



|S|⋃

s=1

Es




︸ ︷︷ ︸
intrascale edges

∪



|S|−1⋃

s=1

E(s,s+1)




︸ ︷︷ ︸
interscale edges




= (V , E) .

Edge weight assignment

Given the multiscale graph G, we now compute and assign edge weights based on similarity.
Let fsi(n

s
i ) be a function that computes similarity features on the node nsi , corresponding to the

partition element psi . The weight of the edge (nsi , n
s′
j ) ∈ E is computed as

wnsi ,ns
′
j
∝ v(s, s′) exp (−‖fsi(n

s
i )− fsi(n

s′

j )‖2/γ), (7.7)

where γ is a scale parameter, exp (−‖fsi(n
s
i )− fsi(n

s′
j )‖2/γ) quantifies the similarity between

two nodes nsi and v(s, s′) = vintrascale, if s = s′, and v(s, s′) = vintercale, if s 6= s′. The rationale
for different weights for intrascale and interscale edges comes from the different effect of the
multiscale structure. For a given value of intrascale weight, lower values of the interscale edge
weight downplay the multiscale effect in the graph, and higher values of the interscale edge
weight accentuate the multiscale effect.

7.4 Expert classification
The expert classification block of the system is constructed from two sequential steps: feature
extraction and classification. The feature extraction step consists in computing the application-
specific features and extracting statistics of the features on each of the lowest level partitions.
In the classification step, the classifier is trained, applied to the data, and the classification risk
is computed. As the feature extraction procedure was introduced in Section 7.2.2, and the clas-
sification procedure was described in Section 7.2.3, we will focus on the computation of the
classification risk.

7.4.1 Rejection by risk minimization
By approaching classification as a risk minimization problem, we are able to introduce rejection.
To improve accuracy at the expense of not classifying all partitions, we classify while rejecting.
Let L′ = L ∪ {K + 1} be an extended set of partition class labels with an extra label. The
rejection class can be considered as an unknown class that represents the inability of the classifier
to correctly classify all samples. The extra label K + 1 corresponds to this rejection class.
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Classification with rejection by risk minimization

Given a feature vector fi, associated to a partition element pi, and the respective (unobserved)
label yi ∈ L, the objective of the proposed classification with rejection is to estimate yi, if the
estimation is reliable, and do nothing (rejection) otherwise.

To formalize the classification with rejection, we introduce the random variable ŷi ∈ L′, for
i ∈ V , where ŷi = K + 1 denotes rejection. In addition, let us define a (K + 1)×K cost matrix
C = [cj1,j2 ] where the element cj1,j2 denotes the cost of deciding that ŷi = j1, when we have
yi = j2 and does not depend on i ∈ V .

Let the classification risk of ŷi = k conditioned to fi be defined as:

R(ŷi = k|fi) = Eyi [c(ŷi = k,yi)|fi]

=
K∑

j2=1

ck,j2p(yi = j2|fi,Ŵ).

By setting cK+1,j2 = ρ, we get

R(ŷi = k, k 6= K + 1|fi) =
N∑

j2=1

ck,j2p(yi = j2|fi,Ŵ),

R(ŷi = k, k = K + 1|fi) =ρ. (7.8)

By minimizing (7.8) over all possible partition labellings L′|S|, we obtain

ŷ ∈ arg min
y∈L′|V|

∑

i∈V

R(yi|fi). (7.9)

Note that if cj1,j2 = 1− δj1−j2 , where δn is the Kronecker delta function, minimizing (7.9) yields

ŷi ∈
{

arg max
yi∈L

p(yi|fi,Ŵ), max
yi∈L

p(yi|fi,Ŵ) > 1− ρ;

K + 1, otherwise.

In other words, if the maximum element of the estimate of the probability vector is large, we are
reasonably sure of our decision and assign the label as the index of the element; otherwise, we
are uncertain and thus assign the unknown-class label.

Including expert knowledge

Expert knowledge can be included in the risk minimization. Class labels can be grouped in L
superclasses L = {L1, . . . ,LL} (each super class is an element of the partition of the set of
classes L) in which misclassification within the same superclass should have a cost different
than misclassifications within different superclasses.

Let us now consider the following cost elements with a cost g for misclassification within the
same superclass,

c′j1,j2 =





0 if j1 = j2;

g if j1 and j2 belong to the same superclass;
1 otherwise.
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The expected risk considering expert knowledge of selecting the class label yi ∈ L′ in the parti-
tion is

R′(ŷi = k, k 6= K + 1|fi) =
N∑

j2=1

c′k,j2p(ym = j2|fi,Ŵ),

R′(ŷi = k, k = K + 1|fi) =ρ. (7.10)

Minimizing (7.10) over all possible partition labelings yields

ŷ′i ∈ arg min
y∈L′|V|

∑

i∈V

R′(yi | fi,Ŵ).

This formulation allows us to include expert knowledge in the assessment of a risk of assigning
a label.

7.5 Robust classification with context and rejection

7.5.1 Problem formulation
We formulate the problem of robust classification with context and rejection as a risk minimiza-
tion problem defined over the similarity multiscale graph G.

As shown in (6.1) and in (7.6), we can pose the robust classification problem as an energy
minimization problem of two potentials over the undirected graph G = (V , E) representing the
multiscale partitioning of the image I . The association potential D is the data term, the interac-
tion potential V{i,j}, for (i, j) ∈ E , is the contextual term, and α ∈ [0, 1] is a weight factor that
balances the relative weight between the two is denoted as contextual index. Then,

ŷ ∈ arg min
y∈L′|V|

(1− α)
∑

i∈V

D(yi, fi) + α
∑

(i,j)∈E

V{i,j}(yi,yj). (7.11)

7.5.2 Association potential: expert knowledge
The association potential measures the disagreement between the labeling and the data; we for-
mulate it as a strictly increasing function of the classification risk in (7.10):

D(yi, fi) = log(R′(yi | fi,Ŵ)), for i ∈ V .

This unary association potential is associated with the nodes V of the graph (partitions), and
includes the rejection that is present in the classification risk R′.

7.5.3 Interaction potential: similarity
The interaction potential is based on the topology of the graph G, combining intra and inter level
interactions between the pairs of nodes connected by edges, based on their similarity. We define
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an interaction function ψ that enforces piecewise smooth labeling among the pairs of nodes
connected by edges.

In the design of the similarity multiscale graph, the difference between intralevel and inter-
level edges is encoded in different multiplier constants of the edge weight (7.7). This allows us
to work with intralevel and interlevel edges in the same way, without increasing the complexity
of the pairwise potential. Accordingly, we set

V{i,j}(yi,yj) = wi,jψ(yi,yj),

where wi,j , for (i, j) ∈ E , corresponds to the edge weight defined in (7.7).

Interaction function

The interaction function ψ enforces piecewise smoothness in neighboring partitions; its general
form is ψ(yi,yj) = 1− δyi−yj , that is 0 if yi = yj and 1 otherwise.

It is desirable, however, both to ease the transition into and out of the rejection class, and ease
the transitions between classes belonging to the same superclass. We achieve this by adding a
superclass consistency parameter ψC and a rejection consistency parameter ψR to the interaction
potential as follows:

ψ(yi,yj) =





0 if yi = yj;

ψC if yi and yj belong to the same superclass;
ψR if yi = K + 1 or yj = K + 1;

1 otherwise.

(7.12)

Defining a rejection consistency parameter ψR allows us to have an interaction function that
can be metric, meaning that the interaction potential will be metric. Another effect is the ability
of controlling the structure of the rejected area. With a rejection consistency parameter close to
0 we obtain a labeling with structure with unstructured rejection; this means that rejection areas
can be spread in the image and can consist of one partition element only. With a higher value,
we are imposing structure both on the labeling but also on the rejection areas, leading to larger
and more compact rejection areas.

7.6 Experimental results
We now illustrate the advantaged of using a robust classification scheme combining rejection and
context in the classification of H&E stained teratoma tissue images. We also explore the joint
interaction between context and rejection in the classification problem, and the behavior of the
framework as the difficulty of the classification problem increases.

As the concept of combining classification with context with classification with rejection
in pixelwise image classification is novel, there are no competing methods nor frameworks to
compare to. To provide an assessment of the performance of the framework, we compare the
performance of the framework with the performance of context only, and with the performance
of rejection only, with selection of optimal rejected fractions, determined in an ideal setting.
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7.6.1 H&E data set
Our H&E data set consists of 36 1600× 1200-size images of H&E stained teratoma tissue slides
imaged at 40× magnification containing 20 classes; Fig. 7.5 shows three examples.

Experimental setup

The statistic extracted for the application-specific (HV features) and the similarity features (RGB
color), on the lowest level of the partition, consists of the sample mean of the feature values on
the partition. It is a balance between good classification performance, low feature dimensionality,
and low complexity. This results in 10 dimensional application-specific feature vectors, and 3
dimensional similarity feature vectors. The superclasses are constructed from the germ layer
(endoderm, mesoderm, and ectoderm). Classes corresponding to tissues derived from the same
germ layer will belong to the same superclass.

The multiscale similarity graph is built with six scales with a MSS of (100, 200, 400, 800,
1600, 3200) for each of the layers of the similarity graph. This provides a compromise between
the computational burden associated with large similarity graphs and the performance increase
obtained. The results we present with six scales are marginally better than the ones achieved
with five or seven scales.

Parameter analysis

In this section we analyze the impact of the contextual index α and the rejection threshold ρ. The
contextual index α describes the contextual information; α = 0 means no contextual information
and α = 1 means no classification information is taken in account. The rejection threshold ρ
denotes our confidence in the classification result; lower values of ρ denote low confidence in
classification and higher values of ρ denote high confidence in classification.

To evaluate the parameters, we define two types of training sets, based on the origin of the
training samples: (1) A single image training set composed of k samples Sk, extracted from a
test image. This training set is used to train the classifier and is applied to the entire image. (2) A
training set Sk,k containing k training samples from each image of a given set. This training set
is used to evaluate the classifier in situations in which we have no knowledge about the tissues.
Note that each of the 36 H&E images not only contains a different set of tissues, but was also
potentially stained and acquired using different experimental protocols, with no guarantee of
normalization of the staining process.

The remaining parameters are set empirically according to the experts. The interscale (vinterscale)
and intrascale (vintrascale) weights for the similarity graph construction are set to 4 and 1, respec-
tively, to achieve a “vertical” consistency in the multiscale classification. Larger values of the
interscale when compared to the intrascale will enforce a higher multiscale effect on the segmen-
tation: the different layers of the graph will be more similar to each other.

The regularization parameter of the classifier λ is set to 10 as it maximizes the overall clas-
sification accuracy (66.4%) in the entire data set with a S75,75 training set. The superclass mis-
classification cost g is set to 0.7; the superclass consistency ψc and rejection consistency ψr are
set to 0.7 and 0.5, respectively, to ease transitions into same superclass tissues and rejection, and
to maintain a metric interaction potential. Larger values of the superclass consistency ψc lead to
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smaller borders (in length) between elements of the same superclass, and smaller values lead to
larger borders. The value of the rejection consistency ψr affects the length of the border of the
rejected areas (their perimeter): smaller values of ψr lead to disconnected rejected areas (with a
large perimeter), usually thin rejection zones between two different classes, whereas larger val-
ues of ψr lead to connected rejected areas (with a small perimeter), usually rejection blobs that
reject an entire area. To achieve similar levels of rejected fraction, the rejection threshold ρ must
accommodate the value of the ψr as larger values of ψr mean more costly rejection areas.

Effect of contextual index, and rejection threshold in the classification performance The
inclusion of rejection in the classification leads to problems in the measurement of the perfor-
mance of the classifier. As the accuracy is measured only on the nonrejected samples, it is not
a good index of performance (the behavior of the classifier can be skewed to a very large reject
fraction that will lead to nonrejected accuracies close to 1). To cope with this, we use the quality
of classification Q, as defined in 4.4. The intuition being that, with the initial classifier param-
eters set to maximize the overall classification accuracy, by maximizing Q, we maximize both
the number of accurately classified samples not rejected and the number of misclassified samples
rejected. By varying the value of the contextual index α in (7.11), we are weighting differently
the role of contextual information in the classification. For α = 0, no contextual information
is used, whereas for α = 1, the problem degenerates into assigning a single class to the entire
image. By varying the value of the rejection threshold ρ in (7.8), we are assigning different levels
of confidence to the classifier, i.e., ρ = 0 is equivalent to no confidence in the classifier (reject
everything), whereas ρ = 1 is equivalent to total confidence in the classifier (reject nothing).

As the contextual index α and the rejection threshold ρ interact jointly, we now analyze the
classification quality Q for different situations.

We test with three single image training sets S60, S120, S240, corresponding roughly to using
1.5%, 3% and 6% of the samples of the image. We test with an entire data set training set S60,60,
in which only 3% of the data set is composed of samples from the test image. For each type of
training set, we use as test images each of the 36 images of the data set, presenting the mean
value of Q.

From Figure 7.3, we can observe the variation of the performance of the classifier with α
and ρ for different situations. The change from (a) to (c) corresponds to an increase in the
dimension of the training set. Both the improvement of the maximum value and the shift to
lower values of contextual index and higher values of rejection threshold can be explained by
increasing performance of the classification. This means that a more reliable classification is
available, decreasing the need to use contextual information and rejection. On the other hand,
(d) corresponds to an extreme situation in which the training set is highly noisy, with only 3%
of samples belonging to the test image. The high dependency of contextual information in this
case is clear. The maximum value of Q is attained at lower values of the rejection threshold and
higher values of the contextual index.

Parameter selection

As seen in Figure 7.3, the quality of classification varies with the type of applications; applica-
tions for which the training set is easier will lead to lower reliance on contextual information
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(a) Q for S60 (max. Q 0.81). (b) Q for S120 (max. Q 0.86).
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Figure 7.3: Variation of quality of classification Q with the contextual index α and the rejection
threshold ρ for four different training sets. Adjacent contour lines correspond to a 0.01 variation
of Q. It is clear a shift to lower dependency on rejection and contextual information as the size
of the training set, and consequently the classifier performance, increases.
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Figure 7.4: Variation of nonrejected accuracy with the contextual index α and rejection threshold
ρ. The dark line corresponds to the level set of quality of classification Q equal to 99% of its
maximum value. The maximum nonrejected accuracy is 85%, corresponding to ρ = 0.46 and
α = 0.58. The corresponding rejection fraction r is 4.6%.

and rejection, and harder training sets will lead to the opposite. In order to select a single set of
parameters, we combine the results of the four different training sets for each of the 36 images,
obtaining the average of the classification quality Q and nonrejected accuracy for the resulting
4 × 36 instances. Our motivation for the selection of the parameters is to maximize the accu-
racy of the nonrejected fractions within a zone of high classification quality. To do so, we select
the region of high values of Q (Q larger than 99% of its maximum value). Then we select the
parameters that maximize the nonrejected accuracy, as seen in Figure 7.4.

Results

We present results of our method on a set of 3 images from the data set containing a different
number of classes (as seen in Figure 7.5). The classifications are obtained with different training
sets to illustrate different challenges. In image 1, to create a small and nonrepresentative training
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ICRCI result: context + rejection

ICRCI result: context + rejection

(a) Original image. (b) Ground truth. (c) Classification result.

Figure 7.5: Example of classification results for H&E stained samples of teratoma imaged at
40X containing multiple tissues: Image 1 (first row) background (light pink), smooth muscle
(dark pink), gastro intestinal (purple), mature neuroglial (light brown), fat (dark brown); mes-
enchyme (light blue); Image 2 (second row) background (light pink), fat (dark brown), mes-
enchyme (light blue), skin (green); Image 3 (third row) mesenchyme (light green); bone (dark
blue). Rejected partitions are shown in black. The training set consists of: 5 randomly chosen
partitions per class (roughly 0.6% of total) for image 1, 120 randomly chosen partitions (roughly
3% of total) for image 2, 20 randomly chosen partitions (roughly 0.5% of total) for image 3.
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Table 7.1: Classification and rejection performance metrics for the example images in Figure
7.5. Classification with rejection and context (white background), classification with context
without rejection (green background), classification without context with optimal rejection (red
background), and classification without context and without rejection (brown background).

Nonrejected Rejected Rejected Classification Accuracy with
Image accuracy fraction quality quality no rejection

Classification with rejection and context

1 0.701 0.347 3.37 0.662 0.600
2 0.891 0.067 10.11 0.868 0.862
3 0.967 0.140 9.97 0.866 0.937

Classification with rejection without context

1 0.702 0.370 3.90 0.673 0.582
2 0.878 0.031 9.69 0.868 0.863
3 0.936 0.000 3920 0.936 0.935

set, the training set is composed of 5 randomly chosen partition elements per class (roughly 0.6%
of total). In image 2, to create a representative training set, the training set is composed of 120
randomly chosen partition elements from the entire image (roughly 3% of total). In image 3, to
create a small representative training set with high class overlap, the training set is composed of
20 randomly chosen partition elements from the entire image (roughly 0.5% of total).

We analyze both overall results (in Table 7.1) and class-specific results (in Table 7.2). The
computation of the rejection quality is based on the results of classification with contextual in-
formation and no rejection (i.e. comparing the labeling with rejection to the labeling resulting
from setting the reject threshold ρ to 1 in (7.11)).

In Table 7.1, we compare the performance of classification with contextual information and
rejection with context only (obtained by setting ρ = 1) and with classification with rejection
only with optimal rejected fraction (obtained by sorting the partition elements according to max-
imum a posterior probability and selecting the rejected fraction that maximizes the classification
quality).

Comparing the performance results of classification with rejection using contextual infor-
mation (white background in Tab. 7.1) with the results of classification with context only (red
background in Tab. 7.1), the improvement in classification accuracy at the expense of introduc-
ing rejection is clear. For images 1 and 2, this can be achieved at levels of classification quality
higher than accuracy of context only, meaning that we are rejecting misclassified samples at a
proportion that increases the number of correct decisions made (the underlying concept of classi-
fication quality). For image 3, due to the high accuracy of context only (and of the classification
with no context and no rejection, brown background in Tab. 7.1), the increase in accuracy is at the
expense of rejecting a comparatively large proportion of accurately classified samples, leading
to a smaller value of classification quality.

Comparing the performance results of classification with rejection using contextual infor-

105



Table 7.2: Class-specific results for the example images in Figure 7.5.

Tissue Train Test Rejected Rejected Nonrejected Classification Accuracy no
type samples samples samples quality accuracy quality rejection

Image 1

Other 5 (1.2%) 410 134 (32.7%) 0.77 0.72 0.55 0.75
Fat 5 (8.5%) 54 1 (1.9%) 0.00 0.94 0.93 0.93
Gastro. 5 (0.5%) 1036 170 (16.4%) 3.90 0.91 0.83 0.86
Smt. muscle 5 (0.4%) 1283 529 (41.2%) 1.81 0.69 0.64 0.58
Mesenchyme 5 (1.1%) 454 174 (38.3%) 4.04 0.53 0.66 0.38
Mat. neuro. 5 (1.3%) 369 143 (38.8%) 1.82 0.35 0.53 0.29

Image 2

Other 30 (3.3%) 885 24 (2.7%) 5.80 0.91 0.90 0.90
Fat 13 (2.5%) 510 48 (9.4%) 4.54 0.77 0.75 0.74
Skin 36 (3.0%) 1157 37 (3.2%) 20.35 0.98 0.96 0.97
Mesenchyme 41 (3.1%) 1268 127 (10.0%) 6.17 0.86 0.83 0.82

Image 3

Bone 2 (0.3%) 725 246 (33.9%) 1.60 0.75 0.64 0.69
Mesenchyme 18 (0.6%) 3195 319 (10.0%) 11.27 1.00 0.91 0.99

mation with the results of classification with rejection only with optimal rejected fraction (red
background in Tab. 7.1) the results are comparable for images 1 and 2, meaning we can achieve
a performance improvement similar to the achieved by rejection with optimal rejected fraction
through the introduction of context. For image 3, due to the high accuracy of classification with
no context and no rejection (brown background in Tab. 7.1), the optimal rejected fraction is 0,
meaning that the increased accuracy is at the expense of rejecting a comparatively large propor-
tion of accurately classified samples.

Analyzing the classification in Fig. 7.5, the effects of combining rejection with contextual in-
formation are clear. We obtain significant improvements for image 1 by combining classification
with context with classification with rejection in terms of classification quality and nonrejected
accuracy, thus revealing the potential of combining classification with rejection with classifica-
tion with context. For image 2, only the class boundaries are rejected, leading to high values
of overall rejection quality and class-specific rejection quality. In image 3, it is clear the effect
of noisy training sets (due to the image characteristics), where a significant amount of the class
boundaries are rejected, and the classification quality is lower than the accuracy of the original
classification with no context and no rejection.

Finally, we point to the usefulness of the classification quality Q. By analysis of the clas-
sification quality, it is possible to compare the performance of the classifier with rejection in
different situations and note how the performance will decrease as the complexity of the prob-
lem increases (by increasing the number of classes).

106



7.7 Concluding remarks
We proposed a robust classification system using context and rejection for the automated classi-
fication of histopathology images. Furthermore, we are able to impose spatial constraints on the
rejection itself departing from the current standard of image classification with rejection. These
encouraging results point towards potential application of this method in large-scale automated
tissue identification systems of histological slices.
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Chapter 8

SegSALSA-R algorithm

8.1 Introduction

Supervised image classification is pivotal in a large number of hyperspectral image applica-
tions [52]. As discussed in Chapter 1, the problem of hyperspectral image classification is gen-
erally ill-posed. This leads to the need for robust classification systems in hyperspectral image
classification. We design the robust classification systems by combining two key features: classi-
fication with context through the use of contextual information, and classification with rejection.

Contextual information is used in image classification as a regularizer to impose desired char-
acteristics in the resulting classification, for example through the use of multilevel logistic priors
based on MRF [55], widely used in hyperspectral image classification [105], or graph-based
methods [106, 107]. Whereas there are alternatives to supervised hyperspectral image classifica-
tion, such as curve fitting of absorption bands [108], the need for contextual information based
regularization is still present. By itself, however, contextual information does not totally re-
move the effects of classification errors associated with overlapping classes, small or incomplete
training sets, and the existence of unknown classes.

Classification errors can be mitigated if we adapt the behavior of the classifier to avoid clas-
sifying samples (pixels in the case of images) with high potential for incorrect classifications.
This can be achieved by equipping the classifier with rejection, thus obtaining an increase in
classification performance at the expense of not classifying the entire image.

In this framework, we combine classification with rejection with classification with context
in two different ways, corresponding to two different instantiations of the general scheme in
Fig. 8.1:
• Joint computation of Context and Rejection (JCR) as in [8], where rejection is considered

as an extra class and computed alongside with context;
• Sequential computation of Context and Rejection (SCR) as in [9], where rejection is com-

puted after the context by use of a rejection field.
We extend and compare these two different formulations for supervised hyperspectral image
classification with rejection.

This chapter is organized as follows: Section 8.2 describes our classification method with
rejection and context, with Section 8.2.1 corresponding to JCR and Section 8.2.2 to SCR. Section
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Figure 8.1: General diagram of supervised hyperspectral image classification with rejection. The
classification block corresponds to a supervised classifier trained with labeled training pixels and
applied to unlabeled test pixels. The contextual rejection block combines the classification with
rejection with the classification context. In Section 8.2, two instantiations of contextual rejection
are discussed.

8.3 presents experimental results and Section 8.4 concludes the chapter.

8.2 Rejection and context
As stated in chapters 2 and 4, classification with rejection can be achieved based on the existence
of simple two mechanisms:
• An implicit ordering of the pixels according to their potential to be rejected;
• A concept of a threshold that controls the amount of pixels that are rejected.

This can be easily achieved by considering an extension of Chow’s rule for two class classifi-
cation with rejection, that is, the derivation of a probability threshold for a binary classification
problem that minimizes the empirical risk given a cost matrix and the posterior probabilities [18].
Let us consider an image with K nonrejection classes, and a K + 1 class that corresponds to re-
jection. The pixelwise MAP classification of the ith pixel is

ŷi ∈ arg max
yi∈L∪{K+1}

p(yi|xi) (8.1)

where p(yi = K + 1|xi) = γ represents the probability of rejection. The maximum probability
of the K nonrejected classes of each pixel imposes an implicit ordering of the pixels (higher
probability leading to lower potential to be rejected), and the amount of rejection is controlled
by probability of rejection γ, the threshold.

The simple rejection scheme in (8.1) is limited by its pixel-based behavior. There is no
awareness of context. In image classification, the use of context is of paramount importance
as neighboring pixels are likely to belong to the same class. The same reasoning applies to
the rejection. The potential for a pixel to be rejected should not be independent of whether
the pixel is surrounded by other pixels that are rejected, or surrounded by pixels that are not
rejected. As discussed in chapters 3 and 5, and in Section 8.1, the use of context in image
classification, namely in hyperspectral image classification, is responsible for significant increase
in performance.
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(a) (b)

Figure 8.2: Architectures for computation of context and rejection. (a) JCR — joint computation
of context and rejection, and (b) SCR — sequential computation of context and rejection

To solve the need for contextual awareness of rejection, we combine rejection and context.
We consider two different ways to combine classification with rejection with classification with
context. We can jointly compute context and rejection — JCR (as seen in Fig. 8.2(a)) by consid-
ering rejection to be an extra class, subject to the same contextual cues that the other classes are.
This is explored in Subsection 8.2.1, where we instantiate JCR with the the SegSALSA-VTV
algorithm applied to an extended set of probabilities, containing rejection as a K + 1 class. On
the other hand, we can harness the potential of the SegSALSA algorithm to provide a hidden
field that provides us with an implicit ordering of the pixels according to their potential to be
rejected — the maximum value of the hidden field for each pixel — that takes in account the
contextual cues. This allows us to compute sequentially the rejection after the context — SCR
(as seen in Fig. 8.2(b)). We follow this approach in Subsection 8.2.2, where we instantiate SCR
with the rejection computed from the hidden field resulting from the SegSALSA-VTV algorithm
with K classes through the computation of a rejection field.

8.2.1 JCR — joint computation of context and rejection

To compute jointly context and rejection, we consider rejection as an extra class. Rejection
is conceptualized as an extra class that should be selected when there is evidence of probable
misclassification by the classifier. In this formulation, the threshold γ in (8.1) is connected to
the probability of misclassification by the classifier. This corresponds to the joint context and
rejection architecture described in .

Let pri denote the probability of the classifier misclassifying the ith pixel, we can easily
extend the set of labels L = {1, . . . , K} to include the extra class K + 1 corresponding to
rejection L′ = {1, . . . , K,K + 1}. With the new rejection class in place, we need to normalize
the probabilities. The new class probabilities p′ become

p′(yi|xi) =

{
pri , if yi = K + 1,

(1− pri )p(yi|xi), otherwise.
(8.2)

SegSALSA-JCR The joint computation of context and rejection leads to an extended SegSALSA-
VTV formulation of (5.23), where the hidden field is now of dimension z ∈ R(K+1)×n and the
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probability vector pi becomes p′i,

ẑMMAP ∈ arg min
z∈R(K+1)×n

−
∑

i∈S

(
ln
(
p′
T
i zi
))
− ln p(z)

subject to: z ≥ 0, 1TKz = 1Tn .

The rejection extra class is subject to the same vectorial total variation prior as the other classes.
By considering rejection as an extra class, we are able to seamlessly combine classification with
context with classification with rejection in the SegSALSA formulation.

The basic assumption for the JCR is that of rejection as an extra class with a probability
associated to classifier failure. A scaling parameter γ controls the relative weight of the proba-
bility of classifier misclassification with regard to the probability of the other classes. By varying
the value of γ we are able to vary the amount of rejection obtained, with larger values of γ
corresponding to larger values of the rejected fraction. We now present two different rejection
schemes based on two different models for classifier:
• Uniform probability of classifier failure — classifier failure is equiprobable across all the

pixels;
• Entropy-weighted probability of classifier failure — classifier failure is more likely in pix-

els with higher entropy associated to their classification.

JCR-U — uniform probability of classifier failure

This uniformly weighted model assumes that, regardless of the probability distribution for each
of the labels on a pixel, there is a constant probability of failure of the classifier, i.e. for all the
pixels, the probability of misclassification, and thus rejection, is constant. The rejection depends
only on the scaling parameter γ that defines how frequently misclassification is assumed,

pri = γ.

Class probabilities of extended set of labels The class probabilities for the extended set of
labels L′ are

p′(yi|xi) =

{
γ, if yi = K + 1,

(1− γ)p(yi|xi), otherwise.
(8.3)

In this model, misclassifications are assumed to be equiprobable across the entire image.

JCR-E — entropy weighted probability of classifier failure

This entropy-weighted model assumes that the probability of failure of the classifier scales with
the entropy associated with the probability vector from the classification, i.e. pixels with higher
entropy are more likely to be misclassified, and thus rejected. The rejection depends both from
the scaling parameter γ that defines how frequent the misclassification is assumed, and from the
uncertainty associated with the classification modeled by the entropy weighting

pri = γH(pi),
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where H(pi) denotes the entropy of the probability distribution pi = [p(yi = 1|xi) . . . p(yi =
K|xi)].

Class probabilities of extended set of labels The class probabilities for the extended set of
labels L′ are

p′(yi|xi) =

{
γH(pi), if yi = K + 1,

(1− γH(pi))p(yi|xi), otherwise.
(8.4)

In this model, misclassifications are assumed to be more probable in pixels with higher entropy.

Limitations of joint computation of context and rejection

A major limitation of considering rejection as an extra class modeling classifier failure is the
inability to define a priori the amount of rejection obtained. Whereas γ in (8.3) and (8.4) corre-
sponds to the scaling factor associated with the probability of classifier failure, the use of context
through SegSALSA makes it impossible to predict the rejected fraction before the computation
of SegSALSA. This means that, given an ordering of the pixels according to their potential to be
rejected before the computation of context, there is no guarantee the ordering of the pixels will
be the same after the computation of context.

8.2.2 SCR — sequential computation of context and rejection
To mitigate the aforementioned limitations associated with the joint computation of context and
rejection, we consider a second approach where rejection is computed after the context, i.e.
a sequential approach. This corresponds to the sequential context and rejection architecture de-
scribed in . We start by noting that by using SegSALSA-VTV to compute the context, in addition
to the labeling ŷ, we have the hidden field ẑMMAP resulting from the optimization problem (5.23)
from where the labeling with context only is computed.

SegSALSA-SCR This hidden field z provides an indication of the degree of confidence as-
sociated with the label of each pixel. If [zi]k > [zj]l, this is if the kth component of the hidden
vector associated with the ith pixel [zi]k has a larger value than the lth component of the hidden
vector associated with jth pixel [zj]l, then we are led to believe that assigning the label l in the
jth pixel corresponds to a lower degree of confidence than assigning the label k in the ith pixel.

Let us consider the labeling ŷ

ŷ ∈ arg max
y∈Ln

p(y|ẑMMAP),

and the associated maximum probabilities of the labeling zŷ, such that

zŷi = p(ŷi|ẑMMAP). (8.5)

If [zi]ŷi > [zj]ŷj , there is strong evidence that a higher degree of confidence exists in the labeling
of the ith pixel as ŷi than in the labeling of the jth pixel as ŷj . We denote the resulting field zŷ
as rejection field.
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By sorting zŷ we obtain an ordering of the pixels according to their relative confidence.
Thus, from the hidden field z and the resulting rejection field zŷ, we obtain an implicit ordering
of the pixels according to their potential to be rejected. The selection of a fraction of the lowest
confidence pixels to be rejected yields a simple, yet effective scheme for rejection. This method
allows one not only to define arbitrary values of the rejected fraction, but also to change the
values on the fly, without the need to re-solve any contextual problem.

By promoting preservation and alignment of the discontinuities across the classes, the vec-
torial total variation prior (5.4), when applied to the hidden field z, influences the behavior of
the rejection field zŷ. This results in an emergent prior behavior on the rejection field. The
preservation and alignment of the discontinuities is thus imposed on the rejection field.

8.3 Experimental results

To evaluate the proposed methodologies of joint and sequential computation of context and re-
jection, we apply them to the task of supervised hyperspectral image classification of two well
known hyperspectral scenes: AVIRIS Indian Pines and ROSIS Pavia University scene. In
both scenes, the labeled ground truth is only available for a portion of the image. We apply the
methodologies on the entire image and assess the performance on the subset of pixels that be-
longs to the labeled ground truth. We aim to show the following characteristics of supervised
hyperspectral image classification with rejection:
• Classification with context and rejection can outperform classification with context only;
• Classification with rejection does not affect all the classes equally;
• By using classification with context and rejection with small training sets, we are able to

achieve performances comparable to context only with larger training sets.
This is achieved by assessing the performance of the joint (SegSALSA-JCR-U and SegSALSA-
JCR-E) and sequential (SegSALSA-SCR) schemes for context and rejection using SegSALSA
to compute the context. The multinomial logistic regression (MLR) weights are modeled with
LORSAL [96], thus obtaining the LORSAL-SegSALSA-JCR-U, LORSAL-SegSALSA-JCR-E,
and LORSAL-SegSALSA-SCR methods for image classification with context and rejection. The
SegSALSA algorithm requires the existence of class probabilities, which restrict us to the use
of classifiers that output probabilities. The use of a MLR modeled with LORSAL can be easily
replaced by the use of a probabilistic extension to support vector machines, such as relevance
vector machines [109]. The LORSAL parameters used are λ = 0.01, θ = 0.001 with radial basis
function (RBF) kernels with a width of 1. For the SegSALSA algorithm, the value of λTV is
2. Computational complexities of both LORSAL-SegSALSA-SCR and LORSAL-SegSALSA-
JCR approaches is dominated by the SegSALSA, which is O(Kn log n), with K the number of
classes and n the number of image pixels. This means that computing LORSAL-SegSALSA-
SCR has complexity of O(Kn log n) and computing LORSAL-SegSALSA-JCR has complexity
of O((K + 1)n log n). In LORSAL-SegSALSA-JCR-U and LORSAL-SegSALSA-JCR-E, a
sweep on the scaling parameter of γ from 0 to 1 is performed to observe the joint variation of
nonrejected accuracy, classification quality and fraction of rejected pixels.
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8.3.1 Indian Pine
The AVIRIS Indian Pine scene (Fig. 8.3) was acquired by the AVIRIS sensor in NorthWest
Indiana, USA. The scene consists of 145 × 145 pixel section with 200 spectral bands (with
water absorption bands already purged) and contains 16 mutually nonexclussive classes, with
the classification accuracy and classification quality being measured on those 16 classes.

The classification maps present in Fig. 8.3 show clearly the effects of classification with con-
text and rejection: a significant number of misclassified pixels are rejected, thus increasing clas-
sification performance. We start from an accuracy of 51.39% with the MAP classification (with
the training set composed of 10 pixels randomly selected per class, roughly 1.6% of the entire
labeled data set) in Fig. 8.3 (b), and by computing the context alone with LORSAL-SegSALSA
achieve an accuracy of 69.55% in Fig. 8.3 (c).

In Fig. 8.3 (d)-(f), we show the classification maps for the rejected fraction that corresponds
to the maximum classification quality. This means that starting from the 69.55% accuracy of
LORSAL-SegSALSA, the value of rejected fraction is selected such that the number of correct
decisions (rejected the pixel when incorrectly classified, and not reject the pixel when correctly
classified) is maximized. For LORSAL-SegSALSA-JCR-U, we achieve a nonrejected accu-
racy of 80.31% at a rejected fraction of 20.65% leading to a classification quality of 78.56%.
This means that by not classifying the entire image, we depart from an accuracy of 69.55%
on the entire image to an accuracy of 80.31% on 79.35% of the image, with 78.56% of the
pixels either correctly classified and not rejected, or incorrectly classified and rejected. For
LORSAL-SegSALSA-JCR-E, we achieve a nonrejected accuracy of 76.01% at a rejected frac-
tion of 15.85% leading to a classification quality of 74.23%. For LORSAL-SegSALSA-SCR, we
achieve 79.97% nonrejected accuracy at a rejected fraction of 23.75% and a classification quality
of 76.16%.

The introduction of rejection does not affect all the classes equally. Some classes are more
positively affected by rejection, whereas the classification performance of other classes suffers.
The classwise classification performances are shown in Table 8.1, with classwise performance
improvement highlighted in green and classwise performance decrease highlighted in red.

In Fig. 8.4, we illustrate the variation of the performance measures for classification with
rejection as a function of the rejected fraction. It is clear the a steady increase of nonrejected
accuracy by increasing the amount of the image rejected. On the other hand, by using the classi-
fication quality, we can compare the number of correct decisions made as we change the rejected
fraction. From not rejecting any portion of the image, leading to a classification quality equal
to the accuracy of the LORSAL-SegSALSA, we are able to increase the performance until it
peaks, corresponding to a higher accuracy on the nonrejected pixels without rejecting too much
of the image. We note the close position of peaks of the classification qualities for the LORSAL-
SegSALSA-JCR-U and the LORSAL-SegSALSA-SCR approaches.

To compare the approaches of classification with rejection with the state of the art meth-
ods, we need to consider an increase of the training set dimension. In Table 8.2, we compare
the performance of our methods with the results available in [110] for multiple classifiers with
large training sets (10% of the pixels as training set): classifiers without context, classifiers with

1As all the pixels corresponding to the oats class are rejected, it is not possible to compute the nonrejected
accuracy.
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Table 8.1: Performance of classification with rejection for Indian Pine (10 pixels per class as
training set). Overall and classwise nonrejected accuracy, rejected fraction and classification
quality corresponding to maximum overall classification. Increase in performance (green) and
decrease in performance (red). Best classwise classification performance in bold typeset.

no rejection LORSAL-SegSALSA-JCR-U LORSAL-SegSALSA-JCR-E LORSAL-SegSALSA-SCR

class number initial nonrej. rejected class. nonrej. rejected class. nonrej. rejected class.
pixels accuracy accuracy fraction quality accuracy fraction quality accuracy fraction quality

alfalfa 46 95.65% 100.00% 6.52% 97.83% 100.00% 4.35% 100.00% 100.00% 4.35% 100.00%
corn-notill 1428 54.55% 63.66% 32.35% 63.94% 57.45% 29.06% 56.02% 63.15% 29.69% 63.94%
corn-mintill 830 25.66% 44.54% 55.90% 69.52% 38.62% 42.29% 61.20% 40.59% 51.33% 65.18%
corn 237 99.16% 100.00% 2.53% 98.31% 99.16% 0.00% 99.16% 100.00% 5.06% 95.78%
grass-pasture 483 82.82% 88.01% 8.49% 86.75% 84.60% 4.55% 83.23% 87.33% 8.49% 85.51%
grass-trees 730 96.85% 97.41% 4.66% 93.56% 97.34% 7.40% 90.82% 97.54% 5.48% 93.01%
grass-mowed 28 100.00% 100.00% 14.29% 85.71% 100.00% 0.00% 100.00% 100.00% 14.29% 85.71%
hay-windrowed 478 99.37% 100.00% 0.42% 100.00% 99.37% 0.00% 99.37% 99.37% 0.42% 98.95%
oats 20 95.00% NaN1 100.00% 5.00% 95.00% 0.00% 95.00% 100.00% 60.00% 45.00%
soybean-notill 972 86.42% 98.44% 20.99% 90.12% 93.94% 16.87% 86.63% 94.88% 19.55% 85.80%
soybean-mintill 2455 52.75% 62.60% 24.20% 66.35% 58.15% 18.74% 60.49% 59.46% 24.44% 61.55%
soybean-clean 593 72.68% 85.62% 21.42% 83.31% 78.85% 14.67% 76.56% 83.70% 23.44% 78.92%
wheat 205 99.51% 100.00% 1.46% 99.02% 99.51% 0.00% 99.51% 100.00% 1.46% 99.02%
woods 1265 89.09% 91.88% 2.69% 92.41% 88.82% 0.32% 88.30% 90.79% 3.00% 90.04%
buildings 386 63.21% 63.14% 29.02% 55.44% 65.73% 16.84% 62.95% 61.59% 28.50% 53.37%
stone-steel 93 93.55% 100.00% 6.45% 100.00% 93.55% 0.00% 93.55% 100.00% 6.45% 100.00%

all 10249 69.55% 80.31% 20.65% 78.56% 76.01% 15.85% 74.23% 79.97% 23.75% 76.16%

context, and classifiers with context based on superpixelization (where an unsupervised segmen-
tation produces an oversegmented partitioning of the image and forces pixels belonging to the
same partition element to belong to the same class). We compare the performance of our methods
with equivalent and smaller training sets (10% and 5% of pixels randomly selected as training
set respectively).

For the classifiers without context, we SVM [111] and LORSAL [96]. For the classifiers with
context, we consider SVM with composite kernels (SVM-CK) [112], LORSAL with multilevel
logistic Markov random field priors (LORSAL-MLL) [96], sparse representation-based classifi-
cation (SRC) [113], multinomial logistic regression with generalized composite kernel (MLR-
GCK) [114], and LORSAL-SegSALSA [1]. For the classifiers with context based on superpix-
elization, we consider the superpixel-based classification via multiple kernels (SC-MK) [110]
and its simplified version (INTRASC-MK) [110].

The use of classification with context and rejection is able to obtain significant performance
improvements. We note that, by using classification with context and rejection with smaller
training sets, both in sequential (SCR) and joint (JCR) approaches, we are able to achieve perfor-
mances on the nonrejected data equivalent to those achieved by using classification with context
only in larger training sets (highlighted in magenta in Table 8.2) not considering the superpixel-
based methods. For example, with 5% of the pixels as training set, and while rejecting close
to 15% of the pixels, we are able to achieve performances close to the ones achieved by con-
text only with 10% of the pixels as training set, such as LORSAL-MLL, SRC, MLR-CGK, and
SegSALSA.

On the other hand, we can achieve accuracies equivalent to the accuracies of superpixel-based
methods (highlighted in cyan in Table 8.2), with equivalent training set size, by using rejection.
By using context and rejection, we are able to close the gap between the state of the art methods
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using superpixels (98.06% overall accuracy) and SegSALSA (92.26% overall accuracy). The
rejection of 15% of the pixels in SCR allows us to attain values of nonrejected accuracy (97.64%)
comparable to the state of the art.

As pointed in the introduction, the performance improvements resulting from the combina-
tion of rejection and context are more significant for weaker classifiers with lower performance.
This is illustrated in Fig.8.5, where the strength of the classifier is a result of the training set size
(from 0.5% to 20% of the labeled pixels used as training set). It is interesting to note the shift of
the peak of classification quality to lower values of rejected fraction as the classification problem
gets easier and the classifier gets more accurate. There is an increased dependency on the rejector
as the classifier gets weaker.

8.3.2 Pavia university
The Pavia University scene (Fig. 8.6) was acquired with the ROSIS sensor in Pavia (Italy). The
scene consists of a 610 × 340 pixel hyperspectral image with 103 spectral bands containing 9
not mutually exclusive classes, with the classification accuracy and classification quality being
measured on those 9 classes.

The classification maps in Fig. 8.6, show an easier problem for the LORSAL and LORSAL-
SegSALSA, with higher classification performances with context only (seen in Table 8.3) when
compared to the Indian Pine scene. The rejector will have a harder task to improve the perfor-
mance, leading to maximum classification qualities with smaller respective rejected fractions,
i.e. a larger proportion of correct decisions is achieved by rejecting less.

We start from an accuracy of 70.13% with the MAP classification (with the training set com-
posed of 10 pixels randomly selected per class, roughly 0.2% of the entire labeled data set) in
Fig. 8.6 (b), and by computing the context alone with SegSALSA achieve an accuracy of 80.67%
in Fig. 8.6 (c).

In Fig. 8.6 (d)-(f), we show the classification maps that correspond to the maximum classi-
fication quality. This means that starting from the 80.67% accuracy of LORSAL-SegSALSA,
we reject such that the number of correct decisions is maximized. For LORSAL-SegSALSA-
JCR-U, we achieve a nonrejected accuracy of 82.25% at a rejected fraction of 3.12% leading to
a classification quality of 81.81%. For LORSAL-SegSALSA-JCR-E, we achieve a nonrejected
accuracy of 86.45% at a rejected fraction of 12.75% leading to a classification quality of 82.93%.
This means that by not classifying the entire image, we depart from an accuracy of 80.67% on
the entire image to an accuracy of 86.45% on 86.25% of the image, with 82.93% of the pixels
either correctly classified and not rejected, or incorrectly classified and rejected. For LORSAL-
SegSALSA-SCR, we achieve 84.54% nonrejected accuracy at a rejected fraction of 9.16% and a
classification quality of 82.08%.

The classwise classification performances are shown in Table 8.3. Taking the example of
the LORSAL-SegSALSA-JCR-E results, only the classification performance of the meadows
class is increased, with the performance of the other classes decreasing slightly. However, the
abundance of the meadows class compensates the results, with a resulting increase in overall
classifier performance. There is no decrease on nonrejected accuracies, in LORSAL-SegSALSA-
JCR-E a large portion of correctly classified samples are being rejected across all the classes with
exception of the meadows class.
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Table 8.2: Comparison of classification performance for Indian Pine. Overall accuracy (with
no rejection) for multiple classifiers with 10% of pixels as training set. Comparison with SCR
and JCR for 5% and 10% of pixels as training set for different rejected fractions. Comparable
nonrejected accuracies for classification with context only (magenta), and for classification with
context only based on superpixels (cyan).

training nonrej. acc. rej. frac. class. qual
classifier set size A(r) r Q(r)

SVM [111] 10% 79.53% 0.00% 79.53%
SVM-CK [112] 10% 91.51% 0.00% 91.51%
LORSAL-MLL [96] 10% 94.73% 0.00% 94.73%
SRC [113] 10% 94.66% 0.00% 94.66%
MLR-CGK [114] 10% 96.29% 0.00% 96.29%
INTRASC-MK [110] 10% 97.53% 0.00% 97.53%
SC-MK [110] 10% 98.06% 0.00% 98.06%

LORSAL [96] 5% 72.72% 0.00% 72.72%
LORSAL-SegSALSA [2] 5% 86.01% 0.00% 86.01%

LORSAL-SegSALSA-SCR 5%

88.97% 5.00% 88.03%
91.36% 10.00% 88.44%
93.63% 15.00% 88.15%
95.16% 20.00% 86.24%

LORSAL-SegSALSA-JCR-U 5%

89.52% 5.03% 88.93%
92.06% 10.05% 89.53%
93.74% 15.00% 88.23%
95.16% 19.92% 86.19%

LORSAL-SegSALSA-JCR-E 5%

89.43% 5.01% 88.78%
91.35% 10.04% 88, 25%
92.73% 14.99% 86.53%
93.87% 20.02% 84.01%

LORSAL [96] 10% 78.57% 0.00% 78.57%
LORSAL-SegSALSA [2] 10% 92.26% 0.00% 92.26%

LORSAL-SegSALSA-SCR 10%

94.72% 5.00% 92.70%
96.38% 10.00% 91.22%
97.64% 15.00% 88.71%
98.66% 20.00% 85.59%

LORSAL-SegSALSA-JCR-U 10%

95.55% 5.03% 94.02%
96.61% 10.00% 91.39%
97.52% 15.02% 88.27%
98.63% 20.05% 85.27%

LORSAL-SegSALSA-JCR-E 10%

94.38% 5.02% 91.81%
95.60% 10.00% 89.58%
96.21% 15.00% 86.07%
97.19% 20.04% 82.97%
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In Fig. 8.7, we illustrate the variation of the performance measures for classification with
rejection as a function of the rejected fraction. The peak in classification quality is achieved for
values of rejected fraction smaller than the ones in the Indian Pine case. This is a result of an
easier classification problem: the high performances achieved by the classifier leads to a low
impact of the rejector. As most of the data is correctly classified, it is harder for the rejector
to correctly reject pixels. This means that the rejected fraction that optimizes the classification
quality, the number of correct decisions made, is much smaller than in the Indian Pine case.

Table 8.3: Performance of classification with rejection for Pavia University. Overall and class-
wise nonrejected accuracy, rejected fraction and classification quality corresponding to maxi-
mum overall classification quality. Increase in performance (green) and decrease in performance
(red). Best classwise classification performance in bold typeset.

no rejection LORSAL-SegSALSA-JCR-U LORSAL-SegSALSA-JCR-E LORSAL-SegSALSA-SCR

class number initial nonrej. rejected class. nonrej. rejected class. nonrej. rejected class.
pixels accuracy accuracy fraction quality accuracy fraction quality accuracy fraction quality

asphalt 6631 96.80% 97.94% 4.13% 95.11% 97.50% 9.03% 89.61% 98.19% 8.11% 91.77%
meadows 18649 65.88% 67.15% 1.86% 67.79% 74.63% 17.32% 74.85% 70.47% 10.11% 70.92%
gravel 2099 71.56% 74.57% 8.00% 73.65% 77.15% 20.77% 71.46% 76.35% 15.01% 73.23%
trees 3064 88.41% 90.66% 4.28% 89.43% 90.27% 5.42% 87.76% 91.76% 9.73% 86.98%
metal sheets 1345 100.00% 100.00% 0.00% 100.00% 100.00% 0.00% 100.00% 100.00% 0.00% 100.00%
bare soil 5029 92.19% 94.60% 2.03% 95.21% 96.08% 10.10% 90.67% 95.72% 7.62% 92.28%
bitumen 1330 95.11% 95.78% 0.30% 96.17% 95.11% 0.23% 94.89% 96.89% 3.16% 95.71%
bricks 3682 92.40% 96.24% 8.31% 92.40% 97.20% 13.82% 88.95% 97.71% 12.33% 91.25%
shadows 947 99.89% 99.89% 0.21% 99.68% 99.89% 0.11% 99.79% 99.89% 0.21% 99.68%

all 42776 80.67% 82.25% 3.12% 81.81% 86.45% 12.75% 82.93% 84.54% 9.16% 82.08%

8.3.3 Approximation effects
Whereas the JCR approaches, with LORSAL-SegSALSA-JCR-U in Indian Pine and LORSAL-
SegSALSA-JCR-E in Pavia University, achieve higher performance than the SCR approach for
smaller training sets (10 pixels per class), they are computationally more expensive. Firstly, there
is not a clear direct connection between the value of γ and the rejected fraction, this connection
is largely affected by the computation of the context. Whereas an increase of the value of γ can
lead to larger rejected fractions, it is not possible to predict how much is rejected by the joint
context and rejection. This is clear in Table 8.2, where we are able to precisely define a priori
the rejected fraction for the LORSAL-SegSALSA-SCR approaches, but not able to do so for the
LORSAL-SegSALSA-JCR approaches.

Secondly, obtaining the results for joint context and rejection requires a parameter sweep on
the value of γ. This implies, for each value of γ, to compute the SegSALSA algorithm, or any
other context computing algorithm, with K + 1 classes. For the SCR approach, the rejection is
computed after the context, allowing us to obtain all possible values of the rejected fraction in a
single computation of the SegSALSA algorithm,or any other context computing algorithm that
provides a rejection field. However the sequential approach is subject to the approximation effect
described in Fig. 6.6. This is clear when we observe in detail the accuracy rejection curves, both
for Indian Pine and Pavia University, in Fig. 8.8. For the LORSAL-SegSALSA-JCR-U (in red),
there is an increase of classification accuracy with no rejection happening. This corresponds to a
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change in the labeling simply by the inclusion of the rejection class, as illustrated in Fig.6.6. The
effect of the alteration of the labeling by introduction of the rejection class cannot be captured in
any SCR approach, as the only change in the labeling allowed is for a pixel to be rejected.

8.4 Concluding remarks
In this chapter, we presented an algorithm for robust classification of hyperspectral images that
uses the SegSALSA algorithm for context. We explored two different architectures for robust
classification with rejection using context based on joint and sequential computations of context
and rejection. We present experimental results of the methods for supervised hyperspectral image
classification with rejection, with context computed using the SegSALSA algorithm. By using
robust classifiers equipped with rejection, not only we are able to deal with imperfect knowledge
in the training set and with smaller training sets, but also attain performance gains equivalent to
increasing the training set size.
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(e) LORSAL-SegSALSA-JCR-E (f) LORSAL-SegSALSA-SCR

Figure 8.3: Classification results for Indian Pines (10 pixels per class as training set), with re-
jection in black. Ground truth (a), MAP classification using LORSAL (b), and classification
with context - LORSAL-SegSALSA (c). Classification with context and rejection with maxi-
mum classification quality for LORSAL-SegSALSA-JCR-U (d), LORSAL-SegSALSA-JCR-E
(e), and LORSAL-SegSALSA-SCR (f). Overall and class-wise nonrejected accuracy, rejected
fraction and classification quality in Table 8.1.
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Figure 8.4: Performance for classification with rejection of the Indian Pine scene (10 pixels per
class as training set). Classification with LORSAL-SegSALSA-SCR (black), and by LORSAL-
SegSALSA-JCR-U (red) and LORSAL-SegSALSA-JCR-E (blue).
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Figure 8.5: Effect of weak vs. strong classifiers in classification with rejection. Nonrejected ac-
curacy (left) and classification quality (right). SegSALSA-JCR and SegSALSA-SCR approaches
with increasing training size. Stronger classifiers (larger training sets) achieve peak classification
quality with smaller values of rejected fraction than weak classifiers (smaller training sets).
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Figure 8.6: Classification results for Pavia University, rejection in black. Ground truth
(a), MAP classification using LORSAL (b), and classification with context - LORSAL-
SegSALSA (c). Classification with context and rejection with maximum classification quality for
LORSAL-SegSALSA-JCR-U (d), LORSAL-SegSALSA-JCR-E (e), and LORSAL-SegSALSA-
SCR. Overall and class-wise nonrejected accuracy, rejected fraction and classification quality in
Table 8.3.
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Figure 8.7: Performance for classification with rejection of the Pavia University scene. Classifi-
cation with rejection by LORSAL-SegSALSA-SCR (black), and LORSAL-SegSALSA-JCR-U
(red) and LORSAL-SegSALSA-JCR-E (blue) cost.
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Figure 8.8: Approximation effects of SCR vs. JCR. Detail of nonrejected accuracy-rejection
curve. Classification with LORSAL-SegSALSA-SCR (black), and with LORSAL-SegSALSA-
JCR-U (red) and LORSAL-SegSALSA-JCR-E (blue). Increase of accuracy in the joint ap-
proaches due to the introduction of the rejected option.
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Part IV

Concluding remarks and further work
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Chapter 9

Concluding remarks

9.1 Concluding remarks

The main goal of this thesis was to create a framework for robust image classification using
context and rejection. To this end, existing gaps in both classification with rejection and in
classification with context had to be addressed before the creation of the framework for robust
classification: the lack of measures associated with the evaluation of the performance of clas-
sification systems with rejection, and the design of systems for classification with context that
sidestep from the inherent combinatorial nature of classification with context.

We will now summarize the contributions of this thesis in more detail.

Performance measures for classification with rejection, the performance measures presented,
nonrejected accuracy, classification quality, and rejection quality, allow us to compare classifi-
cation systems with rejection when rejecting a different amount of samples. The performance
measures can be easily connected to families of loss functions that take in account rejection. This
means that we are now able, with two different classifiers with rejection, to state the family of
loss functions for which each classifier with rejection outperforms the other. Furthermore, the
connection between the loss functions and the performance measures allows us to decide whether
the classification should be performed with or without rejection.

A family of algorithms for classification with context — SegSALSA, which reformulates the
problem of classification with context as a marginal maximum a posteriori estimation of a con-
tinuous hidden field that drives the discrete labeling. Thus, classification with context becomes
a continuous convex optimization problem instead of an integer optimization problem. We ex-
plore the flexibility associated with the introduction of the hidden field to obtain context through
the use of multiple priors: vectorial total variation regularization, structure tensor regularization
based on the minimization of the Schatten norm of the patch-based Jacobian, and graph-based
total variation. The use of graph-based total variation extends the use of context from local to
nonlocal, as the similarity graph can be constructed from nonlocal similarity concepts.

129



A general framework for combining classification with context and classification with re-
jection into a framework for robust classification, by posing robust classification as an en-
ergy minimization problem defined on a graph. We can obtain different architectures for robust
classification systems as we instantiate the interaction between the rejection and the context
differently. We present two different schemes for robust classification systems with context and
rejection through the definition of joint computation of context and rejection and sequential com-
putation of context and rejection. The sequential computation of context and rejection results in
an fast approximation to the energy minimization problem. We derive approximation bounds of
the solutions and general considerations on the structure of the difference of solutions.

From the general framework, we apply robust classification with context and rejection to two
different tasks: classification of histopathology data and classification of hyperspectral data.

An algorithm for robust image classification of histopathology images — ICRCI, where
we obtain a robust classifier with a joint architecture for combining rejection and context by
embedding the rejection into the context. Furthermore, based on expert knowledge, we model
interclass transition according to the embryonic origin of the tissues. An analysis of the joint
effect of context and rejection is performed through the analysis of the proportion of correct
decisions (classification quality) and context-related parameters and rejection-related parameters
vary.

An algorithm for robust image classification of hyperspectral images — SegSALSA-JCR
and SegSALSA-SCR, where we obtain robust classifiers using a sequential and a joint context
and rejection architecture. Based on the hidden fields obtained from approaching the problem
of context using a SegSALSA-derived algorithm we implement the interaction between context
and rejection differently for the two architectures. For the joint approach, rejection is consid-
ered as an extra class that models the probability of classifier failure, whereas for the sequential
approach, rejection is derived from a rejection field extracted from the hidden field. By having
the joint and sequential approaches modeled using the same methods, we are able to point to the
approximation effects associated with the sequential approach solving the robust classification
problem approximately.

9.2 Future work
We envision future work in the themes presented in this thesis to be focused on three main
avenues.

Extensions of the performance measures A significant avenue for further work is the exten-
sion of the performance measures to account for the fact that, in certain classification problems,
some classes are more important than others. One way this can be achieved is through the use of
performance measures for classification with rejection as class-specific performance measures,
as performed in Chapter 7. This means that class-specific misclassification costs should exist.
On the other hand, class-specific rejection costs impose an extra degree of complexity on the
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problem, as one should take in account a confusion matrix for rejection, the cost of rejecting a
sample given that it belongs to one class and would have bee classified as a second class.

Parallelization of SegSALSA family of algorithms The use of algorithms for classification
with context is inherently dependent on the speed of the algorithm. To this extent, the paral-
lelization of the SegSALSA family of algorithms allows for significant speed improvements. As
shown in Chapter 5, the parallelization capability of SegSALSA is dependent on the paralleliza-
tion potential of the quadratic problem, and the parallelization potential of the split variables
(dependent of the prior). On the other hand, the SegSALSA family of algorithms can be ex-
tended to account for the possibility of solving the problem of classification with context not
only in parallel but also asynchronously.

Extension of robust classification to multiple rejection classes Finally, one interesting av-
enue to explore is the extension of the robust classification schemes to account for multiple
rejection classes. This is akin to consider an outlier rejection class, accounting for new and
unknown classes, and multiple inlier rejection classes, where there is no sufficient evidence to
classify a sample as a member of an unknown class. This flexibility comes at the cost of a signif-
icant increase in the complexity of algorithms and also the design of priors that take in account
transitions between multiple rejection classes.
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detection from endoscopic biopsies as a tissue screening tool in diagnostic pathology,” in
Proc. IEEE Int. Conf. Image Process., Orlando, FL, Sept. 2012, pp. 2809–2812.

[99] R. Bhagavatula, M. McCann, M. Fickus, C. Castro, J. Ozolek, and J. Kovačević, “A
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